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Abstract. How to capture user interest accurately to enhance the user experi-
ence is a great practical challenge in recommender systems. Through preliminary
investigation, we find that each user has his personalized interest model which
may contain multiple kinds of interests, and the strength of each user interest
usually has a dynamic evolution process which can be divided into two stages:
rising stage and declining stage. The evolution rate of the user interests also differ
from each other. Based on this finding, a recommendation framework called
SimIUC is proposed, which can identify multiple user interests and adapt the
inverted-U-curve to model the dynamic evolution process of user interests.
Specifically, SimIUC differs from the traditional user preference based methods
which use monotonously decreasing function to model user interest. It can pre-
dict the evolutionary trends of interests and make recommendations by
inverted-U-interest-based collaborative filtering. We studied a large subset of
data from MovieLens and netflix.com respectively. The experimental results
show that our method can significantly improve the accuracy in recommendation.

Keywords: Interest modeling � Recommender systems � Inverted U curve

1 Introduction

Personalized recommendation systems that can extract information of interests from a
large amount of complex data have been widely used in the case of the rapid expansion
of Internet applications. User interest model plays a key role in personalized recom-
mendation systems and it is applied in a variety of applications, e.g., microblog rec-
ommendations, product recommendations and music recommendations, etc. The key
issue of personalized recommendation is how to accurately obtain the user’s interests.

Temporal interaction log of a user’s interaction with the system contains the user’s
interests. Existing studies [6, 12, 13, 15] have generally considered that the more timely
the temporal information generated, the higher effectiveness in the rating prediction.
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Thus, old information has lower effectiveness. Existing user interest models usually use
monotonically decreasing function, e.g., linear function, exponential function, to cal-
culate timeliness of information. However, our preliminary investigation shows that user
interests have two characteristics. First, the interest pattern is personalized. For example,
some of the users keep a clear interest consistently, while some others maintain multiple
interests at the same time and also some ones change their interests frequently. Second,
the evolution of a user interest is a nonmonotonic process which can be divided into two
stages: rising stage and declining stage [1]. The evolution rate of the user interests also
differs from each other. Due to these two characteristics, it is hard to accurately model a
user’s interest using a single monotonously decreasing function. Existing interest
models cannot effectively describe interest patterns and interest evolution trends.

In this paper, we propose a new recommendation framework called SimIUC. Under
SimIUC, we can effectively identify multiple user interests from his or her temporal
interaction log, and adapt the inverted-U-curves to model user interest patterns to
reflect the dynamic evolution process of user interests, and then we can predict user’s
interest evolution trend in the future and make recommendation.

What is Inverted U Curve? The inverted U curve was first advanced by economist
Simon Kuznets in the 1950s and 60s, and it was used to describe the relationship
between income distribution and economic development [2]. In social psychology,
inverted U curve can be used to describe the evolution process of a person’s interest.
People interact with their interested things, and the larger the number of interactions,
the higher the degree of interest [3], but the growth rate has continued to decrease [4].
When the number of interactions reaches a certain threshold, the degree of interest will
drop [3]. This is a universal law in the real world, for example, you find a nice dessert
in a dessert shop, thus become interested in the dessert shop. You will continue to visit
the shop, and a new delicious dessert will attract you a strong interest in the shop. But
as you buy more and more dessert in the shop, you may feel that the taste of the dessert
in that shop is getting more and more common, while their deficiencies will also be
found in this process. Thus a “very good dessert shop” may become a “good dessert
shop” after a period of time, and at last, it may just become an ordinary “dessert shop”.
Inverted-U-curve can properly describe the dynamic evolution process of a user interest
like this. To summarize, the major contributions of this paper are as follows:

– In this paper, we consider the dynamic evolution process of user interest which
previous studies have rarely mentioned. A novel recommendation framework
named SimIUC for modeling the dynamic evolution process of user interest is
proposed. SimIUC can be used to predict user interest evolution trend and make
accurate recommendation.

– In SimIUC, we design a multiple user interest identification method and an
inverted-U-interest model learning algorithm to model user interest pattern and
interest evolution trend.

– We systematically compare the proposed SimIUC approach with other algorithms
on the dataset of Movielens and Netflix. The results confirm that our new method
substantially improves the precision of recommendation.
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The rest of this paper is organized as follows. Section 2 presents some notations and
the algorithm framework. Section 3 introduces our novel algorithm for interest iden-
tification, and Sect. 4 details the construction of the inverted-U-interest model and the
recommendation approach. Experiments and discussions are given in Sect. 5. In
Sect. 6, we review the related works on temporal dynamics and user interest.
Conclusions are drawn in Sect. 7.

2 Preliminaries

2.1 Notations

I is a set of all items and U is a set of all users. Our main task in this paper is modeling
user interest by analyzing user temporal interaction logs and making recommendations.
We first define the data model of user temporal interaction logs. Lu ¼ fru1; ru2; . . .; rulg
denotes the temporal interaction log of user u which contains l records, and rui rep-
resents u0s ith interaction record expressed as a quadruple ðuser; item;
rating; timestampÞ. L0u ¼ fr0u1; r0u2; . . .; r0uog is the processed temporal interaction logs of
user u treated by filtering out noise and labeling interest, o records the size of L0u, and r

0
ui

is an extended record expressed as a five-tuple ðuser; item; rating; interest; timestampÞ.
We propose algorithms to identify the user’s Nu interests and learn Nu

inverted-U-interest curves separately. fui represents user u’s ith inverted-U-interest
curve, and we denote the inverted-U-interest model of user u as IUIu ¼
ffu1; fu2; . . .; fuNug. Table 1 lists the frequently used symbols in this paper.

2.2 SimIUC Recommendation Framework

We propose a recommendation framework called SimIUC based on inverted-U-interest
model. The framework is as shown in Fig. 1. In order to discover users’ interests from
user temporal interaction logs, SimIUC first needs to calculate the similarity matrix
S between each item. In this paper, a new similarity algorithm named FIsim is proposed
in SimIUC. In FIsim, we consider the similarity between different items not only based
on the item features, but also the similar situation of items in the process of interactions

Table 1. Summary of notations

Symbol Description

I the set of items
U the set of users
Lu ¼ fru1; ru2; . . .; rulg temporal interactive log of user u
L0u ¼ fr0u1; r0u2; . . .; r0uog temporal interactive log of user u with interest labeled
IUIu ¼ ffu1; fu2; . . .; fuNug the set of inverted-U-interest curves of user u
HIN the heterogeneous information network
k the parameter to govern the influence of feature similarity and

interactive similarity
Nu the number of user interest of user u
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between users and items. Consequently, the input information in SimIUC is all users’
temporal interaction log L and items’ feature information FG. Given a target user u,
SimIUC uses the similarity matrix S to cluster and filter items in u’s temporal interaction
log Lu, getting u’s Nu different interests. Then, SimIUC proposes an inverted-U-interest
model learning algorithm to learn u’s inverted-U-interest model IUIu. Last, SimIUC
makes accurate top-N recommendation through an inverted-U-interest-based collabo-
rate filtering approach.

3 Interest Identification

As discussed in the previous section, in order to accurately discover users’ interests
from user interaction logs, the first phase of SimIUC is to calculate the similarity
between each item. The proposed similarity algorithm FIsim combines the similarities
of item feature and user interaction. Then we detail the interest identification algorithm.

3.1 Feature Similarity Calculation

FIsim measures the feature similarity between each item by calculating the similarity
between their features in the heterogeneous information network. A heterogeneous

Fig. 1. SimIUC recommendation framework
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information network(HIN) is an undirected weighted graph G ¼ ðV ;E;WÞ with an
object type mapping function u : V ! A and a link type mapping function / : E ! R
and jAj[ 1, jRj[ 1. Each object v 2 V belongs to a particular object type uðvÞ 2 A
and each link e 2 E belongs to a particular relationship /ðeÞ 2 R. W : E ! R

þ is a
weight mapping from an edge e 2 E to a real number x 2 R

þ . As an example, a toy
IMDB network is given in Fig. 2. It is a typical heterogeneous information network,
containing five types of nodes: users (U), movies (M), genres (G), directors (D), and
actors (A). G, D and A are called as feature nodes in this paper.

In G, the weight of the edges between items and features represents the influence
from feature to item and depends mainly on two factors. One is the global influence of
features, which is an important consideration in people’s content-consumption
behaviors because users tend to choose popular objects to interact. The more pro-
found influence the item features has, the more possibility the user chooses the item.
The other factor is association strength among features and item, which depends on the
rank between the same kinds of features of the item. The higher rank the feature has,
the greater association with the item it has. For example, the strength of association of
the first actor is much higher than the fifth actor in a movie.

In G, the feature node vf connects with the items which own feature f , and the set of
these items denoted as If . The global influence of vf is defined as:

Fig. 2. An example of HIN

Fig. 3. Long-tailed distributions of actor influence
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p vf
� � ¼ [vi2If[vu2Uifvug

�� �� ð1Þ

where Ui is the set of user nodes vu which is connected with item node vi. The
definition means, given a feature node vf , its influence is the number of users who have
interacted with items which own feature f . In the example shown in Fig. 2, the
influence of director d1 is 3 and actor a1 is 1. The weight of the edges between the item
and the feature is measured as:

w vf ; vi
� � ¼ e

�
r vf ;við Þ�p0:2

pðvf Þ ð2Þ

where rðvf ; viÞ is the rank of feature node vf in the same type of features of item i, and
p0:2 is a parameter for adjusting the range of wðvf ; viÞ. Figure 3 is the distribution of the
actor influence in Movielens dataset. The influence of item features presents a
long-tailed distribution. We denote ni as the total number of feature nodes belonging to
the feature type i in HIN. According to the Pareto Principle [10], we take the (0.2∙ni)th
maximum influence value as the value of p0:2.

When calculating feature similarities between items in HIN, we introduce the
concept of meta-path mentioned in [11]. P denotes the set of specified meta-paths.
P ¼ ðA1A2. . .AnÞ is a meta-path, and p ¼ v1v2. . .vnð Þ is a path instance of the
meta-path. It has been shown in [11] that long meta-paths are not quite useful in
calculating similarity. So when we calculate the similarity between two items, we only
need to use those meta-paths whose length is no more than 5 between the two items.
For one path instance, we calculate the product of every edge’s weight of it as the
similarity value on this path instance. Then, the feature similarity between two items
ip; iq is the sum of the similarity values on all path instances of all meta-paths between
nodes vip ; viq . The feature similarity between two items is defined as:

FeatureSim vip ; viq
� � ¼ X

P2P
X

p2P
Yn�1

k¼1
wðvk; vkþ 1Þ: ð3Þ

3.2 Interaction Similarity Calculation

FIsim considers that interactions between the user and the system are driven by
interests, and the user’s interests remain constantly for a period of time. Consequently,
items connected with the same user have a certain similarity called interaction
similarity.

The algorithm we proposed measures the interaction similarity from two dimen-
sions: time and rating. FIsim considers that the smaller the interaction time interval or
rating difference, the more similar between the two items, because the user’s interest
and evaluation standard remain constantly for a period of time.
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The interaction similarity between the items ip; iq is measured as:

sim vip ; viq
� � ¼ X

u2ðUp^UqÞ e
� 1�hð Þ tup�tuq

tuð Þ2 þ h
rup�ruq

�ruð Þ2
� �

ð4Þ

InteractSim vip ; viq
� � ¼

P
va;vb2I I sim va; vbð Þ 6¼ 0ð ÞP

va;vb2I I sim va; vbð Þ 6¼ 0ð Þsim va; vbð Þ simðvip ; viqÞ ð5Þ

where Ið�Þ is an indicator function, Up is a set of user nodes which connected with item
p, tup is the interaction time of user u with item p, tu is the time of latest interaction, rup
is u’s rating of p and �ru is the average rating of u. The value range of interaction
similarity is limited by formula 5. λ is used to govern the influence of feature similarity
and interaction similarity. The FIsim is given by the following equation:

FIsim vip ; viq
� � ¼ 1� kð Þ � FeatureSim vip ; viq

� �þ k � InteractSimðvip ; viqÞ: ð6Þ

3.3 Interest Identification

Using the FIsim algorithm described in last section, we can get the similarities between
any two items and construct similarity matrix S. The identification of user multiple
interests follows a cluster filtering approach, which clusters the items in Lu and uses the
principal component extraction method to filter out the noise. We treat each item in Lu
as a singleton candidate cluster. For each pair of items ðp; qÞ in Lu, we will put ðp; qÞ in
a descending sequence SEQ if the similarity of ðp; qÞ is no smaller than a predefined
threshold β. Next, we remove ðp; qÞ from SEQ in sequence, and the two clusters which
contain item p and q respectively will be merged if the similarity between them is no
less than a predefined threshold γ until SEQ is empty. sim p; qð Þ is calculated as:

sim p; qð Þ ¼ 1
cðiÞj j cðjÞj j

X
ip2cðiÞ

X
iq2cðjÞ Sðp; qÞ ð7Þ

where cðiÞ is the cluster which contains item i, and Sðp:qÞ is similarity between items
p; q. We apply the principal component extraction method to the clustering result. The
Nu maximum clusters which make

PNu
i¼1 sizeðcðiÞÞ=

Pn
i¼1 sizeðcðiÞÞ� g, where g is

the threshold of the first Nu principal components’ cumulative contribution rate, n is the
number of clusters in the clustering result and sizeðcðiÞÞ is the number of items in
cluster cðiÞ. They are selected as Nu kinds of the user interest and other clusters are
considered as noise to be removed. In this paper, we set g to 0.8. Finally, we update the
item records in Lu with interest tag. The pseudocode of interest identification is shown
in Algorithm 1 which is inspired by Kruskal algorithm [21]. Through multiple user
interest identifications, each of the remaining items in the user temporal interaction log
is assigned into a corresponding interest.
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4 Learning Inverted-U-Interest Model and Making
Recommendation

After interest identification, SimIUC presents a learning algorithm to learn the
inverted-U-interest model and then introduces an inverted-U-interest-based collaborate
filtering approach to make top-N recommendation.

4.1 Inverted-U-Interest Model

Interest Pattern. Influenced by behavior habits, every user has a personal interest
pattern. There are four kinds of user interest patterns through analyzing user log, which
are specific interest pattern, multiple interest pattern, interest shifting pattern and
random noise pattern. We cannot make accurate predictions about future behaviors of
the user with random noise pattern because when the user interacts with the system, it
shows a strong randomness. So we do not consider this type of users in this paper. For
the other three interest patterns, SimIUC characterizes them by building
inverted-U-interest model.

Learning Algorithm of Inverted-U-Interest Model. Time is an important aspect in
fitting interest curve. Because of the difference between user behavior and external
environment constraints, the frequency of interaction of different users varies consid-
erably even with the same interest. For example, two users A and B both like watching
comedy movie. Due to work reasons, user A watches movies only on weekends, but
user B watches movies every day. If we measure the interestingness using the same
time dimension, user A’s interestingness to comedy movie would be far lower than B’s.
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But this is not the case. Consequently, the modeling results will be greatly intervened
with the interaction frequency if we use the same time dimension for all users in
modeling. As illustrated in [3], the evolution of user interest relates to interaction times.
Our interest modeling approach uses interaction times to build the time dimension,
which eliminates the impact of interaction frequencies. The learning samples are cre-
ated from L0u, and user’s inverted-U-interest model is learned by the learning algorithm
SimIUC proposed. The pseudocode of learning algorithm of inverted-U-interest model
is shown in Algorithm 2.

Through identifying the multiple user interests, Nu different interests of target user u
have been identified and each item in L0u is assigned into the corresponding interest. In
L0u, the items belonging to u’s interest k have been selected to construct the learning
sample of u’s interest k. A learning sample of interest k is a group of ordered pairs
ðx; yÞ, in which x represents the number of interactions between user u and the system,
and y is defined as the number of interactions between user u and items belonging to
u’s interest k. For example, there are two different interests identified for user u, and at
the time of x ¼ 20, which means that user u has interacted with the system for 20 times,
the number of interactions between user u and items belonging to his first interest is 12
and that of the second interest is 8, then the sample point ð20; 12Þ is contained in u’s
first interest learning sample, and the sample point ð20; 8Þ is contained in the second
one. The discrete ranges of both x and y are ½1; jL0

uj�. Each interest learning sample is
dealt with in lines 1 to 4 of Algorithm 2. In lines 5 to 6, we improve the sigmoid
function as the fitting function and use the least square method to fit sample points. The
prediction is given by the following equation:

Ŷ ¼ a
1þ be�cX

ð8Þ

This equation involves three parameters. The least square method defines the
estimate of these parameters as the values which minimize the sum of the squares
between the measurements and the model. This amounts to minimizing the expression:
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e ¼
X

i
ðYi � ŶiÞ2 ¼

X
i
½Yi � ð a

1þ be�cXi
Þ�2 ð9Þ

Thus, the best parameter setting (including a, b and c) of fitting curve should be

arg min
a;b;c

X
i
ðYi � ŶiÞ2 ¼ arg min

a;b;c

X
i
½Yi � ð a

1þ be�cXi
Þ�2 ð10Þ

Nu is the number of user interest of user u. We can get Nu fitting curves
ff1; f2; . . .; fNug by fitting the sample points of each interest. The inverted-U-interest
curve f 0k of interest k is the derivative of fk:

f
0
k xð Þ ¼ ak

1þ bke�ckx

� �0

¼ akckg xð Þ 1� g xð Þ½ �; g xð Þ ¼ 1
1þ bk � e�ckx

ð11Þ

where ak; bk; ck are the three parameters to be learned. The inverted-U-interest model of
user u is the set of inverted-U-interest curves, i.e. IUIu ¼ ff 01; f

0
2; . . .; f

0
Nug.

Case Study. The results of learning the inverted-U-interest model for the 51th user in
Movielens dataset is shown in Fig. 4. The user interests are identified by interest
identification algorithm. The size of L051 become 36, after filtering out 4 noise records
from user’s temporal interaction log L51, and two kinds of user interests are identified.
The fitting results of two interest learning sample of 51th user is shown in Fig. 4(a), and
the inverted-U-interest model has been learned is shown in Fig. 4(b).

In Fig. 4(a), ‘╳’ and ‘ ⃝’ represent sample points of the user’s first interest and the
second interest respectively. Each point represents that when the user has interacted
with system x times, the number of interactions between him and the items belonging to
his corresponding interest is y. The dotted line and the full line respectively describe
the fitting result of the user’s first interest and the second interest. Figure 4(a) has
shown that during the first half of interactions, the user mainly interacts with the items
belonging to his first interest, but in the second half, the user shifts his attention to items
belonging to his second interest.

Fig. 4. The results of learning IUI model for the 51th user in Movielens data set
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Each interest of users has its corresponding inverted-U-interest curve constructing
user’s inverted-U-interest model. Figure 4(b) demonstrates the inverted-U-interest
model of the 51th user where x-axis represents the number of interactions between the
51th user and the system, and y-axis represents the interest strength. Figure 4(b) has
shown that the interest of the 51th user has an obvious shifting in the process of
interacting with the system. The old interest (dotted line in Fig. 4(b)) declines while the
new interest (full line in Fig. 4(b)) rises fast. So we infer that the interest pattern of this
user belongs to the “interest shifting pattern”, in which SimIUC will focus more on the
new interest in recommendation.

4.2 Inverted-U-Interest-Based Collaborative Filtering Approach

When making recommendation for x times interaction of the target user u, our basic
idea is to consider u as the source to be injected with user preferences. The propagation
process of user preferences is shown in Fig. 5. Preferences injected into the user u will
be propagated to items i in Lu’ through the corresponding interest, and tend to prop-
agate to K nearest neighbor items i’ which construct candidate item set C. For each i in
C, the estimated preference pu;i;x of user u on item i is measured as:

Pu;i;x ¼
X

j2L0u

X
f 0k2IUIu e

f 0kðxÞ � Iðj 2 interestkÞ � Sði; jÞ: ð12Þ

where Ið�Þ is an indicator function, f 0k is the inverted-U-interest curve of interestk , and
Sði; jÞ is the similarity between item i and j. We sort Pu;i;x for all no-interacted neighbor
items, and then return top-N no-interacted neighbor items to user u.

5 Experiments

We have conducted a set of experiments to examine the performance of our recom-
mendation method compared with the baselines. We begin by introducing the exper-
imental settings, and then analyze the evaluation results.

Fig. 5. The propagation process of user
preferences

Fig. 6. The impact of λ on hit ratio in both
datasets
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5.1 Experimental Settings

Data Description. There are two real datasets in our experiments: Movielens [22] and
Netflix [23]. Movielens and Netflix are the most widely used common datasets in
recommendation research projects. The Movielens dataset contains 6,040 users who
have issued 999,209 explicit ratings on a 5-point likert scale, referring to 3,883 movies.

The Netflix dataset was made available in 2006 as a part of the Netflix Prize, in
which each user rated at least 20 movies, and each movie was rated by 20–250 users. It
has been widely used as a large-scale data set for evaluating recommenders. As our
goal is to make accurate top-N recommendation by analyzing item features and user
temporal interaction logs, we extend the movie features of the Netflix dataset through
using MovieLens dataset. 6000 users and related movies in Netflix dataset are ran-
domly selected as experimental data. The global statistics of these two datasets used in
our experiments are shown in Table 2.

Evaluation Metric. We adopt the All-But-One evaluation method and use Hit Ratio
[5] as the metric for the top-N recommendation. Our datasets were splitted into two
subsets, the training set and the test set. For every user, the latest item he rates is
selected as test data and the remaining items are used as training data.

When making recommendation, we use SimIUC to generate a recommendation list
of N items named Rðu; tÞ for each user u at time t. If the test item of the user u appears
in Rðu; tÞ, we call it a hit. The Hit Ratio is calculated in the following way:

Hit Ratio ¼
P

u IðTu 2 Rðu; tÞÞ
jUj ð13Þ

where Ið�Þ is an indicator function, Rðu; tÞ is a set of top-N items recommended to user
u at time t, Tu is the test item that the user u has actually interacted with at time t.

Compared Methods. We examine the performance of the proposed SimIUC approach
by comparing it with three other top-N recommendation algorithms, including
ItemKNN [9], TItemKNN [6], and IFCM-IFC [12].

Table 2. Characteristics of datasets

Name of dataset MovieLens Netflix

Number of users 6,040 6,000
Number of items 3,883 4,158
Avg. # of rated
items/user

257.3 359.7

Number of
ratings

999,209 2,158,471

Table 3. Disassembled algorithms

Disassembled
algorithm

FIsim IUI
model

SimIUC ⃝ ⃝
CosIUC ╳ ⃝
SimCF ⃝ ╳
CosCF ╳ ╳
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Item-based collaborative filtering (ItemKNN) is famous recommendation algorithm
which could predict unknown item ratings for a given user by referencing item rating
information from other similar items. TItemKNN is a time weighted item-based col-
laborative filtering method by reducing the influence of old data when predicting users’
further behaviors. TItemKNN was designed for rating prediction task but it can be
easily extended to top-N recommendation for temporal data. IFCM-IFC method adapts
the memory forgetting curve to model the user interest for temporal recommendations.

5.2 Evaluations

Impact of Parameter λ. We first focus on analyzing the parameter λ, which governs
the influence of feature similarity and interaction similarity. In the first experiment, we
vary the parameter λ from 0, 0.1 to 1. The number of the nearest neighbor K is set to
100, and N is set to 20. The results of using different constant λ on both datasets are
demonstrated in Fig. 6.

The results have shown that λ is important in determining the Hit Ratio, and
ignoring either interaction similarity (λ = 0) or feature similarity (λ = 1) cannot generate
good results. Optimal results can be gotten by combining feature similarity and
interaction similarity together. The optimal value of λ is about 0.7 in MovieLens and is
about 0.5 in Netflix. In the following experiments, λ is set to 0.7 in Movielens and 0.5
in Netflix.

Comparison to TItemKNN and IFCM-IFC with Different α. The decay rate α in
TItemKNN and IFCM-IFC are used to control the attenuation rate of the influence of
old data. In this section, we compare the Hit Ratio of SimIUC with TItemKNN and
IFCM-IFC under different α on both datasets. When tuning α, K is set to 100, and N is
set to 20. The results of how Hit Ratios of TItemKNN and IFCM-IFC change against α
are shown in Fig. 7. Because there is no parameter α existing in SimIUC, its Hit Ratio
is drawn as a straight line. The results have shown that SimIUC outperforms other
algorithms when α 2 [0.1,1] in both datasets. For TItemKNN, the optimal α is about
0.7 in Movielens, and is about 0.3 in Netflix. For IFCM-IFC, the optimal α is about 0.6
in Movielens, and in Netflix, it is about 0.2.

Fig. 7. The impact of α on hit ratio
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Overall Accuracy Performance. In this section, we have evaluated the overall
accuracy performance of SimIUC and the other three top-N recommendation algo-
rithms, ItemKNN, IFCM-IFC, and TItemKNN. In the experiment, the number of the
nearest neighbors K is set to 100, and other parameters are set to the optimal values
obtained from previous experiments.

The comparison results have been shown in Fig. 8, where SimIUC exceeds all the
baselines under different size of recommendation list. By using IFCM-IFC as the
benchmark, SimIUC outperforms IFCM-IFC 10.43% to 29.31% on Netflix dataset, and
improves it up to 10.42% to 38.34% on MovieLens dataset. The experiment proves that
the inverted-U-interest model plays an important role in improving recommendation
accuracy, and SimIUC can get better accuracy of item recommendation.

Disassembly Analysis of SimIUC. The performance of each part of the SimIUC
recommendation framework is analyzed in this section. In the experiment, FIsim has
been replaced with cosine similarity, and the inverted-U-interest model has been
removed by setting ef

0
kðxÞ in formula (12) to 1. The three disassembled algorithms are

shown in Table 3, in which the label “ ⃝” means the corresponding part of SimIUC
has been preserved, and the label “╳” means the corresponding part of SimIUC has
been removed or replaced.

Figure 9 demonstrates the hit ratios of the disassembled algorithms under different
size of recommendation list. It has shown that SimIUC and CosIUC have achieved
significant improvement in hit ratio over SimCF and CosCF by introducing inverted-U-
interest model. The hit ratio of SimIUC compared with CosIUC has a significant

Fig. 8. Comparisons on hit ratio of recommendation

Fig. 9. Disassembly analysis
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improvement by replacing the similarity method with FIsim, and SimCF also has a
notable improvement compared with CosCF on both datasets. The results lead us to
conclude that both combining the feature similarity with the interaction similarity and
introduction of inverted-U-interest model are necessary and effective.

6 Related Work

Temporal Dynamics in Recommendation. Temporal information is widely used in
the framework of information spreading [18, 20], matrix-factorization [14], item-based
CF [6] or graph [19]. Modeling temporal dynamics is indispensable when designing
recommender systems.

Koren [14] models the temporal dynamics via a time-aware factorization model to
predict movie ratings for Netflix. Quan [7] propose the Geographical-Temporal
influences Aware Graph (GTAG) to exploit both geographical and temporal influences
in time-aware POI recommendation. Chen [8] designs a Gibbs sampling algorithm to
learn the receptiveness among users over time. Xiang [19] proposes a Session-based
Temporal Graph (STG) to model long-term and short-term preferences and strengthen
the impact of current interests via Injected Preference Fusion (IPF) method. Lathia et al.
[16] and Wang [17] improve temporal diversity of recommendation across time.
Compared to these work handling the temporal dynamics in different ways, SimIUC
focus on modeling the dynamic evolution process of the user interests which is com-
posed of two stages: rising stage and declining stage, and making accurate top-N
recommendation based on the user interest model.

User Interest in Recommendation. In the past few years, how to capture user interest
accurately has become the key issue and challenge in personalized recommendation.
User interest changes over time. There are many studies using monotonously
decreasing function to model user interest. Koychev [15] uses linear functions to
simulate the decay of user interest. Ding et al. [6] and Andreas [13] both propose a time
weighted item-based collaborative filtering method (TItemKNN) by reducing the
influence of old data when predicting user’s further behaviors. Chen [12] adapts the
memory forgetting curve to model the human interest-forgetting curve for music rec-
ommendation. However, the method has two disadvantages. One is that the latest data
is not always important while old data is not worthless all the time. The other is that
users have a personalized interest model, and there are differences in the amount of
interests, interest strength, interest forgetting rate and the trend of user interest evo-
lution. It is not enough reasonable to use uniform interest model to all users.

The paper focuses on discovering user interest patterns and the trend of interest
evolution by mining user interaction logs. To the best of our knowledge, this is the first
work that use inverted U curves to model user interests in recommendation.
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7 Conclusion and Future Work

A user’s interests have a dynamic evolution process, including two stages, growth and
decay. Modeling and leveraging this dynamic process for temporal recommendation
poses great challenges. In this paper, we proposed a novel recommendation framework
named SimIUC, which can identify multiple user interests and model the dynamic
evolution process of user interests with the inverted-U-curves. Based on that, SimIUC
can predict user interest evolution trend in the future and make more accurate rec-
ommendation. The experimental results have shown a significant improvement in the
accuracy of our top-N recommendation method compared with the baselines. In our
future works, we will try to predict the potential transfer directions of a user’s interests,
and acquire new interests a user just formed.
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