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Hashing technology can support large-scale recommendation very effectively due to its advantages of
low storage cost and high recommendation efficiency. However, existing hashing-based recommendation
methods often suffer from item cold-start problem. This is because they simply consider the user-item
interaction and the single content information of the items, but the full interaction history is not always
available and the single auxiliary information may be missing. To solve this issue, in this paper we pro-
pose a Binary Multi-modal Matrix Factorization (BMMF) method. First, we propose an efficient consensus
multi-modal mapping to transform the heterogeneous multi-modal features to the unified factors by
exploiting the complementarity of multiple modalities. Then, binary matrix factorization is simultane-
ously performed on the multi-modal features of the items and past user preferences to learn the compact
binary codes of the users/items in a common Hamming space. In addition, inspired by the observation
that similar instances often have similar binary codes within a short Hamming distance, we formulate
a semantic structure regularization term to preserve the similarities of the items during the binary
embedding process. Finally, we develop an effective Discrete Coordinate Descent (DCD) approach to
tackle the formulated discrete hash optimization problem directly. Experiments on three publicly avail-
able real-world datasets demonstrate the superiority of the proposed method against the state-of-the-art
methods. Our source codes and testing datasets are available at https://github.com/pcm1217/BMMF.

� 2022 Elsevier B.V. All rights reserved.
1. Introduction

Recommender systems have been a direct way to prevent con-
sumers from making excessive choices [1]. Personalized recom-
mendation technology has received wide attention from
researchers, and it has been deeply investigated by many large
Internet companies (such as Amazon1 and Alibaba2) because it
can recommend relevant items to users and increase the users’ stick-
iness and loyalty.

Collaborative Filtering (CF) based onMatrix factorization [2,3] is
one of the most widely adopted techniques in recommender sys-
tems. It factorizes an m� n user-item rating matrix to project m
users and n items into an r-dimensional latent feature space. The
inner product of the latent features is used to predict the user’s
preference for items. Actually, the top-K item recommendation
for a user can be transformed into the problem of producing a
ranking list of responses (item) to the query (user) [4]. However,
with the explosive increase in users and items, recommender sys-
tems may suffer from serious efficiency problems.

Recently, hashing technology [5] has been introduced to large-
scale recommendation systems due to its desirable advantages of
low storage cost and high recommendation efficiency. The core
of hashing-based recommendation methods is to encode real-
valued latent features into compact binary codes, and then mea-
sure the similarities between the users and items with a Hamming
distance. In this case, the similarity calculation by the inner pro-
duct can be efficiently performed by bit-wise operations. One can
even find approximate top-K preferred items with a sub-linear or
constant time complexity [6,7]. However, learning compact binary
codes with discrete constraints is an intractable NP-hard problem
[8]. To address this problem, the two-stage learning procedure
[9] is proposed, which first solves the relaxed optimization prob-
lem by discarding the binary constraints and then performs a
direct binary quantization. However, as indicated by [10], those
two-stage learning approaches will result in a significant quantiza-
tion loss. Therefore, several discrete hashing methods have been
developed to directly learn binary codes from matrix factorization
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without discarding the binary constraints [11–14]. Although
promising progress has been made, there are two important prob-
lems that have not yet been solved well. First, the item cold-start
problem is challenging because most hashing-based recommenda-
tion methods mainly rely on user-item interactions and single aux-
iliary features, while ignoring the multi-modal features of the
items. Intuitively, when the recommender systems have no inter-
action history with the items or lack specific auxiliary information,
the cold-start problem cannot be handled well. Second, the simi-
larity between items is not maintained when learning hash codes.
Existing hashing-based recommendation methods ignore the fact
that items with semantical similarities should also have short
Hamming distances in the binary codes.

To alleviate these limitations, we propose a Binary Multi-modal
Matrix Factorization (BMMF) method in this paper. First, we
develop an efficient consensus multi-modal mapping to transform
the multi-modal features of the items to unified factors by exploit-
ing the complementarity of the multi-modal features, and preserv-
ing the semantic correlations in multiple modalities. Then, binary
matrix factorization is simultaneously performed on the multi-
modal features of the items and the users’ past preferences to learn
the compact hash codes of the users/items in a common Hamming
space. Finally, to effectively preserve the similarities of the items,
we formulate a semantic structure regularization term to enforce
similar items to share similar binary codes during the binary
embedding process. The main contributions of the BMMF method
are outlined as follows:

� We propose an efficient item recommendation framework
based on binary multi-modal matrix factorization, which pro-
jects the multi-modal features of the items and preserves the
users’ past preferences into a common Hamming space.
� We develop an efficient consensus multi-modal mapping to
transform multi-modal features of the items to unified factors
while exploiting the complementarity of multiple modalities.
In addition, the semantic structure regularization term is for-
mulated to enhance the item similarity preservation during
the binary embedding process.
� We develop an effective Discrete Coordinate Descent (DCD)
approach to tackle the formulated discrete hash optimization
problem. Experiments on three publicly available recommenda-
tion datasets demonstrate that the proposed method achieves a
state-of-the-art performance.

The rest of this paper is organized as follows. Section 2 gives a
brief overview of related work. Section 3 gives details of the pro-
posed method. Section 4 presents the experimental configurations
and the results. Finally, Section 5 concludes the paper.
2. Related work

2.1. Cold-start recommendation

In recommender systems, recommend new items without any
user historical feedback is a demanding and challenging process,
which leads to the cold-start recommendation problem. Tradi-
tional methods incorporate CF embeddings and content features
to address the cold-start recommendation problem [15,16]. In
addition, several cross-domain recommendation methods [17–
19] have been proposed to alleviate the cold-start problem by
transferring the learned latent features of overlapped objects from
the auxiliary domain to the target domain. However, they are only
applicable to specific recommendation scenarios. Some efforts
[20–22] introduce meta-learning [23] into the recommender sys-
tems to solve the cold-start problem by a fast adaptation with only
a few samples for users and items. The key idea of meta learning-
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based recommendation methods [24] is to learn a personalized
recommendation with globally initialized parameters, which are
further locally updated to predict a new user’s preference. How-
ever, most of the methods focus on producing personalized param-
eter initialization for new users instead of new items.

Moreover, the aforementioned methods use the inner product
to calculate the recommendation results. Thus, they will suffer
from serious efficiency problems in large-scale recommendation
scenarios.

2.2. Hashing-based recommendation

Hashing is a promising technique to solve the efficiency prob-
lem of large-scale recommender systems and a detailed introduc-
tion can be found in [5]. Hashing-based recommendation can be
organized into two categories: two-stage hashing and discrete
hashing [25]. Two-stage hashing methods consist of relaxed opti-
mization stage and binary quantization stage. However, such
two-stage hashing approaches suffer from a significant quantiza-
tion loss [10].

Discrete hashing methods can reduce large quantization errors
by directly solving the discrete optimization problem. Discrete Col-
laborative Filtering (DCF) [10] is proposed to directly learn the bin-
ary codes of the users and items from explicit feedback. It adds
balanced and decorrelated constraints to discrete matrix factoriza-
tion while enforcing the discreteness of the generated hash codes.
Inspired by DCF, Discrete Personalized Ranking (DPR) [12] is pro-
posed for personalized ranking from implicit feedback (in contrast
to explicit feedback in the DCF case). It optimizes a ranking objec-
tive the Area Under ROC curve (AUC) to learn hash codes similar to
DCF. However, DCF and DPR only use rating data and easily suffer
from the cold-start recommendation problem. Following the basic
idea, Liu et al. [14] propose Discrete Factorization Machine (DFM)
for general feature-based recommendation. DFM can learn binary
embedding for each feature and model the pairwise interactions
between features. Lian et al. [11] develop a discrete optimization
method called Discrete Content-aware Matrix Factorization
(DCMF), which can address both explicit and implicit feedback. It
learns binary codes with respect to the different side information
of the users and items. Discrete Deep Learning (DDL) [13] inte-
grates a Deep Belief Network (DBN) [26] and Collaborative Filtering
(CF) framework to learn hash codes based on ratings and auxiliary
information. Deep Pairwise Hashing (DPH) [27] extends DDL with a
ranking-based hashing framework, it chooses Denoising Auto-
encoder (DAE) [28] instead of the DBN embedded in DDL to learn
robust item representations. Discrete Matrix Factorization (DMF)
[29] is an extension of DCMF [11]. It develops a Block Coordinate
Descent (BCD) [30] based on the semidefinite relaxation of binary
quadratic programming to tackle the discrete optimization prob-
lem. Hansen et al. [31] present a content-aware neural hashing-
based collaborative filtering approach (NeuHash-CF), which adopts
a variational autoencoder architecture, including two joint hashing
components to obtain the binary codes of the users and items in
different settings. Product Quantized Collaborative Filtering (pQCF)
[25] takes rating data as input and unifies the quantization and the
learning of latent factors into a joint framework, which is based on
the inner product space rather than the Euclidean space. However,
the above recommendation methods mainly depend on user-item
interactions and single specific auxiliary features. When specific
auxiliary information is missing, these methods fail to provide
meaningful recommendations for new users and items. In addition,
these methods cannot take full advantage of the rich multi-modal
auxiliary information. To this end, Multi-Feature Discrete Collabo-
rative Filtering (MFDCF) [32] is proposed as a unified multi-feature
discrete collaborative filtering model that maps the multiple con-
tent features of the users into the binary codes with the learned



Table 1
Notations and descriptions.

Notation Description

Hl feature matrix of the l-th modality data

u hl
� �

nonlinear embedding of the l-th modality feature

u Hð Þ consensus multi-modal feature matrix
R the user-item rating matrix
S affinity matrix
B hash codes of users
C hash codes of the mapping matrix of L modalities
D hash codes of items
U continuous features of users
V continuous features of items
W continuous features of the mapping matrix of L modalities
X intermediate real matrix of B
Y intermediate real matrix of D
Z intermediate real matrix of C
m the number of users
n the number of items
p the number of anchors
L the number of modalities
r the length of hash code
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hash project matrix. In the optimization process, the hash codes
can be learned with a simple sgn(�)3 operation. However, the direct
mapping method used by MFDCF results in a larger quantization loss
than using the DCD method. Note that all these approaches learn the
hash codes based on the user-item interactions and auxiliary infor-
mation, but they fail to consider the similarity preservation of the
items.

The differences between the existing methods and ours are as
follows. First, our proposed model employs the complementarity
of the multi-modal features of the items, which can effectively
solve the item cold-start recommendation problem. Second, the
proposed model contains a unified learning framework that pre-
serves the intrinsic user-item relevance and item-item relations
into binary codes. Finally, the framework employs balance and
decorrelated constraints to generate compact but informative bin-
ary codes.

3. The proposed method

Notations. We utilize bold uppercase and lowercase letters to
represent matrices and vectors, respectively, and adopt non-bold
letters for scalars. Particularly, ai is the i-th row vector of matrix
A; aij is the element at the i-th row and j-th column of A. kAkF
and tr(A) are the Frobenius norm and trace of matrix A, respec-
tively. In addition, sgn �ð Þ : R! �1f g is the round-off function.
The main notations and their corresponding descriptions are sum-
marized in Table 1.

3.1. Problem formulation

Assume there are m users and n items, then the rating matrix R
is of size n�m, where rij represents the preference of user j for
item i. Suppose that O ¼ oif gni¼1 is the item training dataset,
which contains n items represented with L different modality
features (e.g., movie information denoted by author, genre, title).
The l-th modality feature of items is denoted as

Hl ¼ hl
1;h

l
2; . . . ;h

l
n

h iT
2 Rn�dl l ¼ 1; 2 . . . ; Lð Þ, where dl is the corre-

sponding feature dimension. Our proposed method aims at learn-
ing hash codes B 2 �1f gr�m for users and D 2 �1f gr�n for items
to represent their latent factors in the offline training stage, where
r is the hash code length. The hash codes of the cold-start items are
obtained by efficient online hashing, and the recommendation
results are efficiently generated by calculating the Hamming dis-
tance between the hash codes in the online recommendation stage.
The basic framework of the proposed BMMF is illustrated in Fig. 1.

3.2. Consensus multi-modal feature mapping

Given a training dataset O ¼ oif gni¼1. Since the feature dimen-
sions of multiple modalities may be different, we construct a con-
sensus multi-modal feature mapping that nonlinearly transforms

the uni-modal feature hl
i into a unified embedding u hl

i

� �
. That is,

u hl
i

� �
¼ exp

hl
i � al

1

��� ���2
F

2r2
l

0B@
1CA; . . . ; exp

hl
i � al

p

��� ���2
F

2r2
l

0B@
1CA

264
375; ð1Þ

where al
1;a

l
2; . . . ; a

l
p

n o
are p anchors randomly selected from the l-th

modality in the training set, and rl is the Gaussian kernel band-
width. The modality-specific sample relationship can be preserved

by u hl
i

� �
2 R1�p which characterizes the correlations between sam-
3 sgn �ð Þ : R! �1f g is the round-off function.
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ples and certain anchors. Specifically, we suggest an intermediate
consensus multi-modal feature u hið Þ to exploit the complementar-
ity of multi-modal features, which is formulated as:

u hið Þ ¼ l
1
2
1u h1

i

� �
; . . . ;l

1
2
Lu hL

i

� �h i
2 R1�Lp; ð2Þ

where li is the weight to measure the contribution of the i-th
modality, the above formula is composed of L unique embedded
features. We can derive the consensus multi-modal feature matrix
u Hð Þ as:
u Hð Þ ¼ u h1ð Þ; . . . ;u hnð Þ½ � 2 Rn�Lp: ð3Þ

The heterogeneous modality gap among the different modali-
ties may damage hash code learning. Hence, directly using u Hð Þ
to learn hash codes may result in a sub-optimal performance. To
address this problem, we design a multi-modal feature fusion
method to obtain the continuous features of items
V ¼ v1; . . . ;vn½ � 2 Rr�n from u Hð Þ, where r is the feature dimension
(hash code length). The formula is:

min
V;W;l

X
i;j2X

u Hð Þij � vT
i wj

� �2
;

s:t: lT1L ¼ 1; l P 0;

ð4Þ

where u Hð Þij is the observed multi-modal feature representation,

whose index set is X;l ¼ l1;l2; . . . ;lL

� �
is the weight vector, 1L

is an all-one column vector with length L, and
W ¼ w1; . . . ;wLp

� � 2 Rr�Lp is the mapping matrix of L modalities to
reduce the inter-modal redundancy. The inner product vT

i wj

between the item feature vi and the multi-modal feature mapping
wj can be used to approximate an observed multi-modal feature
representation u Hð Þij.

3.3. Binary multi-modal matrix factorization

The main goal of our work is to generate consensus feature rep-
resentations of the users and items by exploiting the multi-modal
auxiliary information and user-item interaction [33]. In the previ-
ous section, we fuse the multi-modal information into V by nonlin-
ear mapping. Next, we adopt matrix factorization to extract the
interaction features and save them in V. We define our objective
function as shown in Eq. (5), given by:



Training Users

Attributes Reviews

Rating Matrix

Cold-start Item Multi-modal Feature Prediction

Training Items

Fast Discrete 
Optimization

Learned Hash 

Codes

Hash Code 

of  Item

Consensus

Multi-modal Feature

Binary Multi-modal 
Matrix Factorization

Efficient Item
Recommendation

Offline Training

Online Recommendation

Hash

Functions

Fig. 1. The basic framework of the proposed BMMF, which consists of two stage: offline training and online recommendation. The main task of the offline training stage is to
learn the hash functions and generate the hash codes for the users and items by employing the complementarity of the multi-modal features. In the online recommendation
stage, the heterogeneous multi-modal features of the cold-start items are first extracted and projected into intermediate consensus feature representations. Then, the binary
codes can be quickly generated by the proposed binary multi-modal matrix factorization method and the learned hash functions.
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min
U;V;W;l

k
X
i;j2X

u Hð Þij � vT
i wj

� �2
þ 1� kð Þ

X
i;h2W

rih � vT
i uh

� �2
þa kUk2F þ kVk2F þ kWk2F
� �

;

s:t:lT1L ¼ 1;l P 0;

ð5Þ

where rih is the observed rating, W denotes the index set,
U ¼ u1; . . . ;um½ � 2 Rr�m is the user feature matrix, k 2 0;1½ � is the
hyperparameter that measures the importance of each factorization
term, and a > 0 is a balance hyperparameter.

After obtaining the optimized learned real-valued latent fea-
tures, the recommendation is considered a similarity search prob-
lem. For instance, regarding a user’s latent factor uh as a query, we
produce a ranking list of responses to the query. However, it is hard
to make immediate response to effectively and efficiently match
the items for the users.

To address this problem, we propose Binary Multi-modal
Matrix Factorization (BMMF) method to replace the real-valued
latent features with binary codes since the user-item similarity
search can be efficiently conducted in the Hamming space.
Denote B ¼ b1; . . . ;bm½ � 2 �1f gr�m;C ¼ c1; . . . ; cLp

� � 2 �1f gr�Lp, and
D ¼ d1; . . . ;dn½ � 2 �1f gr�n are user binary codes, mapping matrix
binary codes of L modalities and item binary codes, respectively.
To ensure that each bit splits the dataset as balanced as possible,
a balanced constraint is imposed on the binary codes [34]. To make
the binary codes more compact and each bit more independent, a
decorrelated constraint is imposed on the binary codes. These two
constraints ensure the information encoded in the short binary
code [7]. Thus, we define our objective function as:

min
B;C;D;l

k
X
i;j2X

u Hð Þij � dT
i cj

� �2
þ 1� kð Þ

X
i;h2W

rih � dT
i bh

� �2
;

s:t:lT1L ¼ 1;l P 0;

B 2 �1f gr�m;C 2 �1f gr�Lp;D 2 �1f gr�n|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
BinaryConstraint

;

B1 ¼ 0;C1 ¼ 0;D1 ¼ 0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
BalancedPartition

;BBT ¼ mI;CCT ¼ LpI;DD
T ¼ nI:|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Decorrelation

ð6Þ
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Since optimizing the above objective function is NP-hard, we
propose to optimize the BMMF method by softening the balance
and decorrelated constraints. To achieve this, we add three inter-

mediate continuous variables: B ¼ X 2 Rr�mjX1 ¼ 0;XXT ¼
n

mIg;
D ¼ Y 2 Rr�njY1 ¼ 0;YYT ¼ nI

n o
;C ¼ Z 2 Rr�LpjZ1 ¼ 0;ZZT ¼

n
LpIg

and distances d B;Bð Þ ¼minX2BkB�XkF ;d D;Dð Þ ¼ minY2DkD� YkF ;
d C;Cð Þ ¼minZ2CkC� ZkF . Therefore, we can transform the original
BMMF in Eq. (6) as:

min
B;C;D;X;Y;Z;l

k
X
i;j2X

u Hð Þij � dT
i cj

� �2
þ 1� kð Þ

X
i;h2W

rih � dT
i bh

� �2
þa kB� Xk2F þ kC� Zk2F þ kD� Yk2F
� �

;

s:t:lT1L ¼ 1;l P 0;

B 2 �1f gr�m;C 2 �1f gr�Lp;D 2 �1f gr�n;
X1 ¼ 0;Z1 ¼ 0;Y1 ¼ 0;XXT ¼ mI;ZZT ¼ LpI;YYT ¼ nI;

ð7Þ
where a > 0 is a tuning parameter that indicates the degree of prox-
imity between the binary codes and the intermediate real-valued
representations. Since

tr BBT
� �

¼ tr XXT
� �

¼ mr; tr CCT
� �

¼ tr ZZT
� �

¼ Lpr,

andtr DDT
� �

¼ tr YYT
� �

¼ nr are all constants, Eq. (7) is equivalent

to:

min
B;C;D;X;Y;Z;l

k
X
i;j2X

u Hð Þij � dT
i cj

� �2
þ 1� kð Þ

X
i;h2W

rih � dT
i bh

� �2
�2a tr BTX

� �
þ tr CTZ

� �
þ tr DTY

� �� �
;

s:t: lT1L ¼ 1;l P 0;

B 2 �1f gr�m;C 2 �1f gr�Lp;D 2 �1f gr�n;
X1 ¼ 0;Z1 ¼ 0;Y1 ¼ 0;XXT ¼ mI;ZZT ¼ LpI;YYT ¼ nI:

ð8Þ
It is worth noting that we do not discard the binary constraints

in this objective transformation process. By jointly optimizing the
binary codes and delegate real variables, we obtain the nearly bal-
anced and decorrelated hash codes.
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3.4. Item similarity preserving

The similarity between the items should be maintained when
learning hash codes. This indicates that similar items in the origi-
nal space should obtain similar binary codes with short Hamming
distances.

Considering the above issues, we adopt the graph model [35] to
efficiently preserve the similarities of the items during the binary
embedding process. We define an affinity matrix S 2 0;1f gn�n to
represent the relationship of the items. Specifically, the similarity
Sij between item i and item j is defined as:

Sij ¼
1; if u hð Þi 2 N k u hð Þj

� �
oru hð Þj 2 N k u hð Þi

� �
;

0; else;

(
ð9Þ

where i; j ¼ 1;2; . . . ;n;N k u hð Þð Þ is the set of k-nearest neighbours
of u hð Þ. To preserve the item similarity, we propose a semantic
structure regularization term and formulate it as:

min
D

1
2

Xn
i;j¼1

di � dj

�� ��2Sij: ð10Þ
3.5. Overall objective formulation

By integrating the above three parts into a unified learning
framework, we obtain the overall objective formulation of the Bin-
ary Multi-modal Matrix Factorization (BMMF) as:

min
B;C;D;X;Y;Z;l

k
X
i;j2X

u Hð Þij � dT
i cj

� �2
þ 1� kð Þ

X
i;h2W

rih � dT
i bh

� �2
þ 1

2x
Xn
i;j¼1

di � dj

�� ��2Sij
�2a tr BTX

� �
þ tr CTZ

� �
þ tr DTY

� �� �
;

s:t: lT1L ¼ 1;l P 0;

B 2 �1f gr�m;C 2 �1f gr�Lp;D 2 �1f gr�n;
X1 ¼ 0;Z1 ¼ 0;Y1 ¼ 0;XXT ¼ mI;ZZT ¼ LpI;YYT ¼ nI;

ð11Þ
where x is the balance parameter.

3.6. Discrete optimization

We use an alternate optimization strategy to solve the mixed
integer optimization problem. Specifically, we iteratively solve
the BMMF model in Eq. (11) by taking turns to update each of
l;B;C;D;X;Y and Z. Next, we show how to deal with each of the
subproblems.

l� subproblem: In this subproblem, we aim to optimize l
with fixed B;C;D;X;Y and Z. The optimization subproblem for l is:

min
l

u Hð Þ � DTC
��� ���2

F
; s:t:lT1L ¼ 1;l P 0: ð12Þ

The problem can be rewritten as follows:

min
l

XL
l¼1

ll u Hl
� �

� DTCl
��� ���2

F
; s:t:

XL
l¼1

ll ¼ 1; ll P 0; ð13Þ

where ll ¼ 1 corresponds to min u Hl
� �

� DTCl
��� ���2

F
over all modali-

ties, and ll ¼ 0 otherwise. In this situation, the optimization result
of the above formula would select only one modality, while ignor-
ing the complementary information of the other modalities. To
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overcome this limitation, we introduce a penalty exponent t > 1
and set ll  lt

l . The new optimization problem is reformulated as:

min
l

XL
l¼1

lt
l u Hl

� �
� DTCl

��� ���2
F
;

s:t:
XL
l¼1

ll ¼ 1;ll P 0:

ð14Þ

As proven in [36], the Lagrange function of Eq. (14) can be con-
structed as:

L l; nð Þ ¼
XL
l¼1

lt
l u Hl

� �
� DTCl

��� ���2
F
� n

XL
l¼1

ll � 1

 !
; ð15Þ

where n is a hyper-parameter that balances the regularization
terms.

We can obtain ll as:

ll ¼
1= u Hl

� �
� DTCl

��� ���2
F


 �1= t�1ð Þ

XL
l¼1

1= u Hl
� �

� DTCl
��� ���2

F


 �1= t�1ð Þ : ð16Þ

B� subproblem: In this subproblem, we update B with fixed
l;C;D;X;Y and Z. Since the objective function in Eq. (11) is
obtained by summing over independent users, we can update B
by updating bh in parallel according to:

argmin
bh2 �1f gr

1� kð Þ bT
h

X
j2Wh

did
T
i

 !
bh � 2

X
i2Wh

rihd
T
i

 !
bh

 !
� 2axT

hbh; ð17Þ
where Wh is the items set rated by user h.

Considering the binary constraints, Discrete Coordinate Descent
(DCD) is used to update the binary codes bh. In particular, let bhk be
the k-th bit of bh and bh�k be the rest codes excluding bhk, DCD can
update bhk with bh�k fixed. We update bhk based on the following
rule:

bhk  sgn K b̂hk; bhk

� �� �
;

b̂hk ¼ 1� kð Þ
X
i2Wh

rih � dT
i�kbh�k

� �
dik þ axhk;

ð18Þ

where dT
i�k is the remaining set of item codes excluding dik, and

K x; yð Þ is a function where K x; yð Þ ¼ x if x– 0 and K x; yð Þ ¼ y other-

wise. We do not update bhk when b̂hk is zero. The update rule is
applied to all the hash bits iteratively until convergence.

C� subproblem: In this subproblem, we update C with fixed
l;B;D;X;Y and Z. Similar to the B-subproblem, we can update C
by updating cj in parallel according to:

argmin
cj2 �1f gr

k cTj
X
i2Xj

did
T
i

0@ 1Acj � 2
X
i2Xj

u Hð ÞijdT
i

0@ 1Acj

0@ 1A� 2azTj cj; ð19Þ

where Xj is the items set associated with multi-modal feature j.
Denoting cjk as the k-th bit of cj and cj�k as the remaining codes

excluding cjk, we update cjk based on the following rule:

cjk  sgn K ĉjk; cjk
� �� �

;

ĉjk ¼ k
X
i2Xj

u Hð Þij � dT
i�kcj�k

� �
dik þ azjk: ð20Þ

D� subproblem: In this subproblem, we update D with fixed
l;B;C;X;Y and Z. Similar to the B-subproblem, we can update D
by updating di in parallel according to:
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argmin
di2 �1f gr

k dT
i

X
j2Xi

cjcTj

 !
di � 2

X
j2Xi

u Hð ÞijcTj
 !

di

 !

þ 1� kð Þ dT
i

X
h2Wi

bhb
T
h

0@ 1Adi � 2
X
h2Wi

rihb
T
h

0@ 1Adi

0@ 1A
�x

Xn
i;j¼1

Sijb
T
i dj � 2ayT

i di;

ð21Þ

Denoting dik as the k-th bit of di and di�k as the remaining codes
excluding dik, we update dik based on the following rule:

dik  sgn K d̂ik;dik

� �� �
;

d̂ik ¼ k
X
j2Xi

u Hð Þij � cT
j�k
di�k

� �
cjk

þ 1� kð Þ
X
h2Wi

rih � bT
h�kdh�k

� �
bhk þ x

2

Xn
i;j¼1

Sijdjk þ ayik:

ð22Þ

X� subproblem: In this subproblem, we update X with fixed
l;B;C;D;Y and Z, and the optimization subproblem for X is:

argmax
X

tr BTX
� �

; s:t: X1 ¼ 0;XXT ¼ mI: ð23Þ

The optimal solution of Eq. (23) can be addressed by a Singular
Value Decomposition (SVD) according to [10]. Specifically, we can
obtain a closed-form solution of X as:

X ffiffiffiffiffi
m
p

Pb
bPb

h i
Q b

bQ b

h iT
; ð24Þ

where Pb and Q b are the left and right singular vectors, respectively,
which are obtained by an SVD of the row-centered matrix

B : �bij ¼ bij � 1
m

Pm
i¼1bij; bPb is stacked by the left singular vectors. In

addition, we calculate bQ b by Gram-Schmidt orthogonalization
based on Q b 1½ �.

Y � subproblem: In this subproblem, we update Y with fixed
l;B;C;D;X and Z. The optimization subproblem for Y is:

argmax
Y

tr DTY
� �

; s:t: Y1 ¼ 0;YYT ¼ nI: ð25Þ

Similar to the X-subproblem, we can obtain a closed-form solu-
tion as follows:

Y ffiffiffi
n
p

Pd
bPd

h i
Q d

bQ d

h iT
: ð26Þ

Z� subproblem: In this subproblem, we update Z with fixed
l;B;C;D;X and Y. The optimization subproblem for Z is:

argmax
Z

tr CTZ
� �

; s:t: Z1 ¼ 0;ZZT ¼ LpI: ð27Þ

Similar to the X-subproblem, we can obtain a closed-form solu-
tion as follows:

Z 
ffiffiffiffiffi
Lp

p
Pc
bPc

h i
Q c

bQ c

h iT
: ð28Þ

We iteratively repeat the above optimization procedures until
convergence.

3.7. Better initialization for the discrete optimization problems

Since our BMMF model involves a discrete matrix factorization
problem, a better initialization algorithm usually contributes to
achieving faster convergence and ideal local optimal solutions.
Inspired by DCF [10], we suggest an effective initialization strategy,
which solves the relaxed problem of Eq. (11) as follows:
150
min
U;V;W;X;Y;Z;l

k
X
i;j2X

u Hð Þij � vT
i wj

� �2
þ 1� kð Þ

X
i;h2W

rih � vT
i uh

� �2
þ 1

2x
Xn
i;j¼1

vi � vj

�� ��2Sij
�2a tr UTX

� �
þ tr WTZ

� �
þ tr VTY

� �� �
þa kUk2F þ kVk2F þ kWk2F
� �

;

s:t:lT1L ¼ 1; l P 0;

X1 ¼ 0;Z1 ¼ 0;Y1 ¼ 0;XXT ¼ mI;ZZT ¼ LpI;YYT ¼ nI:
ð29Þ

We solve the above initialization with balanced and decorre-
lated constraints imposed on real-valued U;V and W, leading to
a small quantization error. To solve Eq. (29), we use alternating
optimization to solve the U;V and W subproblems, and take the
SVD method to solve the X;Y, and Z subproblems.

Algorithm1 Learning algorithm for BMMF

Input: Observed user-item ratings R 2 Rn�m, multi-modal

features matrix of items Hl 2 Rn�dl
n oL

l¼1
, the number of

anchors p, the Gaussian kernel band-width rl, the hash
code length r, parameters k;a;x.

Output: Binary user hash codes B 2 Rr�m, binary item codes
D 2 Rr�n.

1: Initialize ll ¼ 1
L.

2: Randomly select the anchors from each modality.
3: Construct the consensus multi-modal feature u Hð Þ as Eq.

(3).
4: B;C;D;X;Y;Z are initialized according to the initialization

strategy proposed in Section 3.7.
5: while not convergence do
6: for h 2 1; . . . ;mf g do
7: repeat
8: Update bh bit by bit according to Eq. (17) (r bits in

total).
9: until convergence
10: end for
11: for j 2 1; . . . ; Lp

 �
do

12: repeat
13: Update cj bit by bit according to Eq. (19) (r bits in

total).
14: until convergence
15: end for
16: for i 2 1; . . . ;nf g do
17: repeat
18: Update di bit by bit according to Eq. (21) (r bits in

total).
19: until convergence
20: end for
21: Update l according to Eq. (16).
22: Update X according to Eq. (25).
23: Update Y according to Eq. (27).
24: Update Z according to Eq. (29).
25: end while

Assuming the solutions are denoted by U�;V�;W�;X�;Y�;Z�, we
can obtain the initial binary code as follows:

B sgn U�ð Þ;D sgn V�ð Þ;C sgn W�ð Þ;
X X�;Y Y�;Z Z�:

ð30Þ



Table 2
Statistics of experimental datasets.

Datasets #User #Item #Rating Sparsity

BookCrossing 2,151 6,830 180,595 98.77%
MovieLens-1M 6,040 3,706 1,000,209 95.53%
MovieLens-10M 71,567 10,681 10,000,054 98.66%
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The above initialization is obviously feasible for Eq. (11). The
convergence of the objective functions with the above initialization
is demonstrated on three datasets as shown in Fig. 7. The pseudo-
code for model updating is given in Algorithm1.
3.8. Computing complexity analysis

The time complexity of constructing the consensus multi-modal
feature u Hð Þ is O nLpð Þ. It takes O Lð Þ for updating l. We assume
that T1 is the number of outer loop iterations needed for conver-
gence (Step 7 to 9), T2 is the number of inner loop of updating
bh; cj and di are needed for convergence, then the overall complex-
ity for the B-subproblem is O r2T2jWj

� �
. Similarly, the overall com-

plexity for the C-subproblem and D-subproblem are O r2T2jXj
� �

and O r2T2 jXj þ jWjð Þ� �
, respectively. The X-subproblem requires

O r2m
� �

to update. Similarly, it takes O r2n
� �

and O r2Lp
� �

to solve
the Y-subproblem and Z-subproblem, respectively. Hence, the
overall time complexity for Algorithm1 is O T1 T2 r2 jXjð���
þjWjÞÞÞ þ r2 mþ nþ Lp

� �Þ. In summary, training the BMMF method
is linear with the size of the dataset, which is scalable for large-
scale recommendation.
4. Experiments

4.1. Evaluation datasets

The experiments are conducted on three publicly available
datasets: BookCrossing,4 MovieLens-1M,5 and MovieLens-10M5. In
these three datasets, each user has only one rating for each item.

� BookCrossing includes 1,149,780 ratings (containing implicit
and explicit feedback) from 278,858 users for 271,379 books.
The rating is expressed on a scale from 1 to 10 with 1 granular-
ity for explicit feedback and 0 for implicit feedback. Most books
in this dataset have content-based information including the
title, author and publication.
� MovieLens-1 M consists of 1,000,209 ratings from 6,040 users
for 3,706 movies collected from the MovieLens website by
GroupLens Research. All its rating scores are integers from 1
to 5 with 1 as the interval. All movies in this dataset are associ-
ated with the titles and genre labels.
� MovieLens-10 M is comprised of 71,567 users, 10,681 movies
and 10,000,054 ratings. The scale of the rating scores ranged
from 0.5 to 5 with a step of 0.5. In addition, most movies are
related to 3–5 tags from a dictionary of 18 genre tags in this
dataset.

Similar to [11], considering the serious sparsity of the original
BookCrossing dataset, we remove the users and items with less
than 20 ratings. After filtering, the BookCrossing dataset contains
2,151 users, 6,830 items, and 180,595 ratings. For the MovieLens-
1M and MovieLens-10M datasets, we keep all the users and items
without any filtering. Table 2 sums up the statistics of these data-
4 https://grouplens.org/datasets/book-crossing/.
5 https://grouplens.org/datasets/movielens/.
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sets. Similar to [32], we obtain the feature representations of the
users by the one-hot encoding approach and extract the auxiliary
information of the items by the bag-of-words encoding method.
In the experiments, we design two types of recommendation set-
tings: 1) Cold-start scenario: we randomly select 20% of each user’s
ratings as the training set and the rest as the testing set. 2) General
scenario: we split each user’s items into training and testing sets
using a 50/50 split. We independently repeat the experiments five
times and the average results are reported.

4.2. Evaluation metrics

Similar to the existing methods [10,11,14], we adopt the Nor-
malized Discounted Cumulative Gain (NDCG) to evaluate the rec-
ommendation performance, which takes into account both the
ranking precisions and rating positions for evaluating recommen-
dation performances [37]. Generally, higher NDCG values indicate
a better ranking accuracy.

4.3. Evaluation baselines

In this paper, we compare our approach with a state-of-the-art
continuous value-based recommendation method and four
hashing-based recommendation methods.

� Discrete Content-aware Matrix Factorization (DCMF) [11] is
an advanced binarized method for collaborative filtering with
content information. It is an extension of DCF that encodes
the auxiliary information of each user and item into binary
codes. The parameters k1 and k2 for modelling the user and item
textual features are tuned within the range of
1;10;50;100;500;1000f g.

� Discrete Factorization Machines (DFM) [14] is the first bina-
rized factorization machines method. It is capable of modelling
the pair-wise interaction between the features and learning the
binary embedding for each item. The parameter b for the soft-
ened decorrelation constraint is tuned within the range of

10�4;10�3;10�2;10�1;1;10;100
n o

.

� Discrete Deep Learning (DDL) [13] is a binary deep recommen-
dation approach. It combines the Deep Belief Network (DBN)
with collaborative filtering framework to learn binary codes
based on the side information. The parameters a and b are

tuned within the range of 10�4;10�3;10�2;10�1;1;10;100
n o

,

and k within the range of 10�1;1;10;100
n o

. The layer structure

of the DBN is set in the range of 8000;800;30f g.
� Multi-feature Discrete Collaborative Filtering (MFDCF) [32]
pr-ojects the multiple content features of the users into the bin-
ary hash codes to support fast cold-start recommendation. The
parameters a; b and c are tuned within the range of

10�6;10�4;10�1;1;10;103;106
n o

.

� Low-rank Linear Auto-Encoder (LLAE) [38] first applies zero-
shot learning [39] to the cold-start recommendation problem.
It extracts the user preferences for each item from the user
attributes. The parameters k and b for the relax and low-rank
constraints are tuned within the range of

10�5;10�3;10�2;10�1;1;5;10;100
n o

.

4.4. Implementation details

The proposed BMMF has several parameters: k;a;x, and the
number of anchors p. k is a tuning parameter that measures the
contribution of each factorization. a and x control the balance
between the regularization terms when learning hash codes. The

https://grouplens.org/datasets/book-crossing/
https://grouplens.org/datasets/movielens/
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Fig. 2. The NDCG@K performance of all methods on BookCrossing, MovieLens-1M, and MovieLens-10M in the cold-start scenario.
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optimal hyper parameters of the BMMF method are tuned by grid
search. For k, we tune it in the range of 0:1;0:3;0:5;0:7;0:9f g. For a,
we tune it in the range of 10�6;10�3;1;103;106

n o
while fixing the

other parameters. For x, we tune it in the range of

10�6;10�5;10�4;10�3;10�2
n o

. For p, we tune it from 100 to 1000

with an interval of 100. The best performance of the proposed
BMMF is achieved when k ¼ 0:9;a ¼ 1;x ¼ 0:001; p ¼ 400f g;
k ¼ 0:9;f a ¼ 0:01;x ¼ 0:01; p ¼ 300g; k ¼ 0:9;a ¼ 0:1;x ¼ 0:01;f
p ¼ 300g on BookCrossing, MovieLens-1M, and MovieLens-10M,
respectively. For the baselines, we carefully tune their parameters
and finally report their best results for the performance
comparison.
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Fig. 3. The NDCG@K performance of all methods on BookCrossing, MovieL
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4.5. Accuracy comparison

This experiment studies the recommendation performance
between the baselines and BMMF in an item cold-start recommen-
dation setting. Our focus is to test whether the marked-off cold-
start items can be accurately recommended to the appropriate
user. Fig. 2 shows the recommendation performance (NDCG@1 to
NDCG@20) of BMMF and the baseline methods on the three data-
sets. The hash code length ranges from 8 to 64 bits. From Fig. 2, we
observe that BMMF outperforms the other baselines. The reasons
are as follows: DCMF learns the binary codes for each user and
item from the auxiliary information. Nevertheless, it does not take
into account the similarities between the items. DFM is a generic
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ens-1M, and MovieLens-10M in the general scenario(non-cold-start).
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Table 3
Efficiency comparison between BMMF and other hashing-based recommendation methods when the code length ranges from 8 to 64 on the MovieLens-1M.

Methods Initialization time/iteration (s) Training time/iteration (s)

8 bits 16 bits 32 bits 64 bits 8 bits 16 bits 32 bits 64 bits

DDL 6.2311 6.3524 6.5689 6.8724 30.9573 66.9637 146.9787 381.7193
DFM 18.5609 19.1072 21.6826 27.3214 14.6326 19.2502 21.0988 25.1534
DCMF 1.3013 1.3842 1.6467 2.4625 1.2679 1.3671 1.6062 2.1156
MFDCF 0.0615 0.0868 0.1561 0.3030 0.0590 0.0870 0.1576 0.3053
Ours 0.9751 1.3484 2.9866 6.8473 1.4625 1.6839 2.9098 9.7562
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feature-based recommendation model that learns a binary embed-
ding for each feature. However, it ignores collaborative interac-
tions. DDL combines DBN and collaborative filtering framework
to learn the binary codes for the users and items. However, the
learning process of the DBN is independent of the overall optimiza-
tion process, which leads to sub-optimal results. MFDCF is a uni-
fied multi-feature discrete collaborative filtering method that
adaptively projects the multiple content features into binary hash
codes. However, it does not take the similarity preservation of the
items into account, and its discrete optimization strategy also
results in a larger quantization loss. Moreover, the results show
that our proposed BMMF is consistently better than the continuous
value based hybrid recommendation method LLAE due to our con-
sideration of consensus multi-modal feature mapping.

Additionally, we compare the performance of BMMF and base-
line methods in a general setting, and the experimental results are
shown in Fig. 3, from which, we observe that the BMMF outper-
forms the other baselines, demonstrating the recommendation
performance of BMMF in a general setting.
Fig. 4. NDCG@20 obtained by the variants of the proposed method BMMF (code
length r = 16) in item cold-start recommendation scenarios. BMMF-init randomly
initializes the relevant variables without the training process. BMMF-nomapping
directly inputs the original features of different modalities into the model to
validate the effects of nonlinear mapping. BMMF-noSimilarity simply removes the
regularization term of similarity preservation. BMMF-concatenate simply concate-
nates multiple features from different modalities as a unified vector and inputs it
into the model.
4.6. Run time comparison

In the experiments, we compare the computational efficiency of
our proposed BMMF with four state-of-the-art hashing-based rec-
ommendation methods and report the experimental results on
MovieLens-1M in Table 3. Similar results can be obtained on the
other datasets. The compared approaches are all implemented
with MATLAB. Table 3 demonstrates the efficiency of these meth-
ods in both the initialization stage and training stage using a
3.40 GHz Intel(R) Core(TM) i7-6700 CPU. From Table 3, we observe
that MFDCF achieves significant speedups. It develops an aug-
mented Lagrangian multiplier to directly calculate hash codes by
simple and efficient operations. However, from Fig. 2, we also find
that this optimization method will result in more information loss
than the bit-by-bit optimization strategy. DDL needs to pre-train
the DBN in the initialization stage, and updates the DBN to gener-
ate hash codes of the items in each round of iteration at the train-
ing stage, slowing down the model training considerably.
Compared with DDL, BMMF is approximately 1 to 6 times faster
than DDL in the initialization stage and approximately 15 to 39
times faster in the training stage. The main cost of DFM is mod-
elling the pairwise interactions between any content features,
which makes it highly intractable in large-scale settings.

Compared with DFM, our proposed BMMF is approximately 4 to
19 times faster than DFM in the initialization stage and approxi-
mately 2 to 11 times faster in the training stage. Compared with
DCMF, our proposed BMMF is faster than DCMF in the initialization
stage when the code length ranges from 8 to 16. With longer hash
codes, the training process of BMMF is slower than that of DCMF.
The main reason for this problem is that BMMF obtains the hash
codes from the multi-modal auxiliary features and interaction fea-
tures of the users and items, and large amounts of training data
reduces the efficiency of BMMF. The experimental results in
Fig. 2 and Table 3 demonstrate the superiority of BMMF over the
153
other state-of-the-art methods in recommendation efficiency and
cold-start recommendation accuracy.

4.7. Ablation analysis

4.7.1. Effects of the proposed initialization strategy
In BMMF, we propose an effective initialization strategy, which

is important for fast convergence. To validate its effect, a variant
BMMF-init is designed for comparison, in which the relevant vari-
ables are randomly initialized without the training process. Fig. 4
shows a comparison of the item cold-start recommendation per-
formance. It is easily observed that the BMMF consistently per-
forms better than BMMF-init on the three datasets, showing the
effectiveness of the initialization strategy in BMMF. Fig. 7 plots
the objective function value with the number of iterations on three
datasets. The experimental results demonstrate that BMMF with
initialization can converge rapidly.

4.7.2. Effects of concensus multi-modal feature mapping
In BMMF, we project the features of different modalities into

unified representations by anchor-based nonlinear mapping. This
process can effectively capture the nonlinear structure of the orig-
inal features. To verify its effect, a variant BMMF-noMapping is
designed for comparison, which takes the original features of the
different modalities as input. The comparison of the item cold-
start recommendation performance is plotted in Fig. 4. We observe
that the accuracy of our method markedly outperforms BMMF-



Fig. 6. Performance variations with the key parameters on MovieLens-1M.
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Fig. 7. The variations (with/without initialization) of objective function value on three datasets when the hash code length is 16 bits.
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noMapping. The experimental results demonstrate that the con-
sensus multi-modal feature mapping in BMMF can indeed improve
the recommendation accuracy.
4.7.3. Effects of mutli-modal feature fusion
In BMMF, we propose a multi-modal fusion strategy to preserve

the multi-modal auxiliary information into hash codes while
exploiting their complementarity. To validate its effectiveness,
we evaluate a variant of BMMF called BMMF-concatenate for com-
parison. It simply concatenates multiple features from different
modalities as a unified vector and then imports it into the hashing
model. The accuracy comparison is plotted in Fig. 4. From it, we
observe that BMMF can achieve higher accuracy than the BMMF-
concatenate. The experimental results demonstrate that the
multi-modal fusion strategy can effectively explore the comple-
mentarity of the multi-modal auxiliary information and improve
the recommendation accuracy.
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4.7.4. Effects of item similarity preservation
We design a semantic structure regularization term in BMMF to

enhance the item similarity preservation. To validate the effect of
the similarity preservation part, a variant BMMF-noSimilarity is
designed for comparison, which removes the regularization term
of the similarity preservation. The recommendation performance
of BMMF-noSimilarity and BMMF are compared in Fig. 4, where
we can observe that the precision of BMMF is clearly higher than
that of BMMF-noSimilarity on three datasets. The experimental
results demonstrate that our proposed semantic structure regular-
ization term performs well on preserving the similarity of the
items and improving the recommendation performance.
4.8. Effects of hash code length

In this section, we conduct experiments to observe the perfor-
mance variations with hash code lengths. Fig. 5 shows the
NDCG@20 on different datasets with varying hash code lengths
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in the cold-start setting. From the results, we find that the perfor-
mance of BMMF improves as the hash code length increases. This is
mainly because BMMF can maximize the information encoded in
finite-length hash codes, which leads to a stable performance
improvement.
4.9. Parameter sensitivity analysis and convergency experiments

We conduct experiments to observe the performance variations
with the involved parameters k;a, and x. Fig. 6 plots the detailed
experimental results on MovieLens-1M when the hash code length
is 16 bits. Similar experimental results can be obtained on other
datasets and hash code lengths. From Fig. 6, we observe that BMMF
achieves satisfactory performance over a wide range of k and x.
We also find that BMMF performs superiorly and steadily when

a is in the range of 10�6; . . . ;1
n o

. To validate the convergency of

BMMF, we perform further experimental analysis on the three
datasets when the hash code length is 16 bits. The convergence
curves recording the objective function of BMMF are plotted in
Fig. 7. The experimental results demonstrate that BMMF can con-
verge rapidly.
5. Conclusion and future work

In this paper, we propose a Binary Multi-modal Matrix Factor-
ization (BMMF) method for efficient item cold-start recommenda-
tion. We develop a unified binary multi-modal matrix factorization
framework that takes into account the item-item similarities, user-
item interactions, and multi-modal features of the items to learn
the binary hash codes. In addition, we develop an efficient discrete
optimization method to iteratively solve the formulated discrete
hash optimization problem. Experimental results on three public
datasets demonstrate that our approach can achieve superior rec-
ommendation performance. As the data is generated at an
unprecedented rate every day, the recommender system should
be able to capture the real-time interests of the users timely, so
we plan to extend the proposed BMMF to an online matrix factor-
ization model in the future.
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