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Abstract. Capturing user interest accurately is a key task for predicting
personalized sequential action in recommender systems. Through preliminary
investigation, we find that user interest is stable in short term, while changeable
in long term. The user interest changes significantly during the interaction with
the system, and the duration of a particular interest and the frequency of tran-
sition are also personalized. Based on this finding, a recommendation frame-
work called HOMMIT is proposed, which can identify user interests and adapt
an improved high-order Markov chain method to model the dynamic transition
process of user interests. It can predict the transition trends of user interest and
make personalized sequential recommendation. We evaluate and compare
multiple implementations of our framework on two large, real-world datasets.
The experiments are conducted to prove the high accuracy of our proposed
sequential recommendation framework, which verified the importance of con-
sidering interest-transferring in recommendations.

Keywords: Interest modeling � Recommender system � Markov model

1 Introduction

Personalized recommendation systems have been widely used in the case of the rapid
expansion of Internet information and become indispensable since they alleviate the
information overload, by providing users with personalized information, products or
service to satisfy their tastes and preference. Modeling the dynamic evolution process
of user interests is the core task of a personalized recommendation system.

In this paper, we are interested in modeling the dynamic evolution process of user
interests from sequential behavioral data (e.g. a user’s browsing history) to predict user
actions such as the next movie to watch, product to purchase, or music to listen.
Existing user interest models usually use monotonically decreasing function (e.g. linear
function [9], exponential function [2, 7], or forgetting function [6, 8]) to calculate
timeliness of user behavior. However, the evolution of user interest is a non-monotonic
process which contains rising stage and declining stage [5]. The declining of the last
interest will always be accompanied by the growth of new interests. For example, if
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someone has been eating MacDonald’s almost every meal recently, but now he is going
to have some other food considering the high calorie of hamburgers, which proves that
there is no need to make the user’s interest of the last action the highest.

Our preliminary investigation shows that user interests have two characteristics.
First, user interest changes significantly in the process of user’s interaction with the
system. There are many reasons for this phenomenon, such as being tired of the old
interest, changes of the external environment, and the excitement for new things.
Second, the duration of a particular interest and the change frequency are personalized.
Some of the users kept a clear interest for a long time before the interest changes, while
some others change their interests frequently. Due to these two characteristics, existing
interest models cannot effectively describe the dynamic transition process of user
interests.

To model interest-transferring and make recommender system be more
“human-minded”, we propose a new recommendation framework called HOMMIT.
Under HOMMIT, we can effectively identify user interests from sequential behavioral
data and adapt the high-order Markov chain method to model the dynamic transition
process of user interests, and then we can predict the transition trends of user interest
and make personalized sequential recommendation. Figure 1 demonstrates an example
of how HOMMIT makes recommendations.

In the example of Fig. 1, (a) is a sample in the training sequence set. HOMMIT
learns the sequential patterns and interest-transferring model from the training sequence
set. Shrek 2 and The Lord of the Rings 1 are recommended to the target user because
(1) Shrek 2 frequently follows the recently-watched movie Shrek 1, and (2) the interest
‘fantasy & adventure’ frequently follows the recently-interest ‘animation & comedy’,
and compared with the other movies of the interest ‘fantasy & adventure’, The Lord of
the Rings 1 has strong sequential relationship with the recent action of the target user.
From this example we can observe that The Lord of the Rings 1 is still recommended to
target user, although it does not seem to match the user’s current preferences. This
flexibility enables HOMMIT to improve the diversity and accuracy of recommender

Fig. 1. An example of how HOMMIT makes recommendations
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system and guide users to discover their potential interests. To summarize, the major
contributions of this paper are as follows:

– In this paper, we consider the dynamic transition process of user interest which
previous studies have rarely mentioned. A novel recommendation framework
named HOMMIT for modeling the dynamic transition process of user interest is
proposed. HOMMIT can predict the transition trends of user interest and make
personalized sequential recommendation.

– In HOMMIT, we design a user interest identification method and an improved
high-order Markov chain method to model the dynamic transition process of user
interests.

– We systematically compare the proposed HOMMIT approach with other algorithms
on real-world datasets. The results confirm that our new method significantly
improves the effectiveness of recommendation.

The rest of this paper is organized as follows. Section 2 reviews the related works
on sequential recommendation and user interest modeling. Section 3 presents some
notations and the problem formulation, and Sect. 4 introduces our novel algorithm for
interest identification. In Sect. 5, we details the personalized interest-transferring model
and the recommendation approach. Experiments and discussions are given in Sect. 6.
Conclusions are drawn in Sect. 7.

2 Related Work

In this section, we discuss existing research related to our work, including sequential
recommendation and interest model based on item recommendation.

Sequential recommendation. Existing works on sequential recommendation mostly
utilize the Markov chain to predict a user’s next action. Rendle [10] combined the
matrix factorization model on modeling personal preference and Markov Chains on
modeling sequential patterns. Ruining [11] proposed Fossil which fuses similarity-
based models with Markov Chains to predict sequential behavior. Cheng et al. [12]
exploited the first-order Markov chain in the check-in sequence to make next-visit
recommendation where users’ next choice is considered to be only relevant to the last
location. Instead of applying Markov Chain on user action sequence, we utilize
improved high-order Markov chain to extract interest transition pattern from user
interest sequence. On the whole, the main difference between our work and the pre-
vious approaches is the utilization of both ‘action-level’ and ‘interest-level’ Markov
chains which can predict the transition trends of user interest and make personalized
sequential recommendation.

Interest model based recommendation. User interest has a strong timeliness in
recommender systems. Modeling user interest have been studied by several researchers.
Yin [13] applied linear function on modeling the time decay of user interest. Xu [5]
proposed a recommendation framework named SimIUC, which can identify multiple
user interests and model the dynamic evolution process of user interests with the
inverted-U-curves. Chen [6, 8] utilized the memory forgetting curve to model the
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human interest-forgetting curve, and integrated the interest-forgetting mechanism with
Markov model to make item recommendations. Ding [2] proposed TItemKNN which is
a time weighted item-based collaborative filtering method by reducing the influence of
out-of-date information to allow for high performance when predicting a user’s next
action. These recommender systems only model the time decay of user interests and do
not take interest-transferring into account. In this paper, we focus on discovering user
interest transition patterns and predicting the trend of interest evolution by mining
sequential behavioral data.

3 Preliminaries

We first introduce some notations in HOMMIT recommendation framework and then
give a formal statement of the interest-transferring based sequential prediction problem.

3.1 Notations

Let U ¼ u1; u2; . . .; u Uj j
� �

denote the set of users in the system and I ¼
i1; i2; . . .; i Ij j

� �
be the set of items (e.g. movies, music, or books) in the given data set.

We let X ¼ x1; x2; . . .; x Xj j
� �

denote the set of global interests which were identified
from user sequential action data S. Each user u is associated with a sequence of actions

(e.g. movies watched by u) Su ¼ Su1; S
u
2; . . .; S

u
Suj j

n o
, where Suk 2 I ; and a sequence of

interests Xu ¼ xu1; x
u
2; . . .; x

u
Xuj j

n o
, where xuk 2 X: S

0
u ¼ Su

0
1 ; S

u0
2 ; . . .; S

u0

S0uj j

� �
is the pro-

cessed action sequence of user u treated by filtering out noise and labeling interest.
Each action in S

0
u is labeled with a specific global interest. Let ROIx ¼

fi1; i2; . . .; ijROIxjg denote the distinct set of actions (or “items”) which were labeled with
global interest x in the sequential action data S where the sequential signal is ignored,
and we call it as the region of interest x. ROI ¼ fROIx1 ;ROIx2 ; . . .;ROIxjXj g represents
the set of ROIx, where x 2 X.

Table 1. Notations

Notation Description

U; I User set, item set
X Global interest set
S User sequential action data, S ¼ fSu1 ; Su2 ; . . .; SujUj g
Su Action sequence of user u, Su ¼ fsu1; su2; . . .; sujSujg
S
0
u

Processed action sequence of user u

Xu Interest sequence of user u, Xu ¼ fxu1; xu2; . . .; xujXu jg
X The set of interest sequences of all users, X ¼ Xu1 ;Xu2 ; . . .;XujUj

n o

ITMu Personalized interest-transferring model of user u

(continued)
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We adapt an improved high-order Markov chain method to model the dynamic
transition process of user interests. ITMu is the personalized interest-transferring model
of user u. Notations used throughout this paper are summarized in Table 1.

3.2 Problem Formulation

Given users U ¼ fu1; u2; . . .; ujUjg and their sequential behavioral data S. For the target
user vðv 2 UÞ with the action sequence Sv ¼ fsv1; sv2; . . .; svjSvjg, personalized sequential

recommendation is to predict k items that target user might be attracted to in the near
future. The most common personalized recommendation approaches focus on model-
ing timeliness of user interest, without considering the characteristics of interest tran-
sition. Our main task in this paper is modeling user interest-transferring and
recommending items which not only satisfy users’ currently-tastes, but also cater to the
potential future interests of users.

In order to achieve this purpose, we propose a recommendation framework called
HOMMIT and the main components of this framework are shown in Fig. 2. At first, we
identify the global interests from user sequential action data. Each action in user action
sequence is labeled with a specific global interest index. Then, we learn the person-
alized interest-transferring model of users on their interest sequences respectively. Last,
given an action sequence of target user, HOMMIT will recommend the TOP-N items to
the target user according to his/her interest-transferring model and sequential rela-
tionship. In the rest of this paper, we will introduce each component of HOMMIT in
details.

Table 1. (continued)

Notation Description

ROIx The region of interest x, ROIx ¼ fi1; i2; . . .; ijROIx jg
ROI The set of ROIx, where x 2 X

PðxijxjÞ The one-step transition probability from interest xj to interest xi
P iajibð Þ The one-step transition probability from item ib to item ia
Cu;tx The interest confidence of user u on interest x at time t

T u;t
x The timeliness of user interest of user u on interest x at time t

Fig. 2. Overview of the HOMMIT recommendation framework
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4 Interest Identification

As discussed in the previous section, in order to model interest-transferring, the first
phase of HOMMIT is to identify global interests from user sequential behavioral data.
The key challenge is to discover global interests which are applicable to all users and
exploit the discovered global interests to generate users’ interest sequences. To address
this challenge, we propose an interest identification algorithm based on PCA and
smoothed clustering.

4.1 Principle Components Analysis

Principal component analysis (PCA) is a widely used statistical technique in unsu-
pervised dimension reduction [14]. Let Su ¼ fsu1; su2; . . .; sung denote the action sequence
of user u, and each action sui is represented with an m-dimensional binary feature vector
ðaui1; aui2; . . .; auij; . . .; auimÞ, whose element auij is 1 if the action i contains feature j,
otherwise, auij is 0. In this way, the action sequence of user u can be represented as an
jnj � jmj binary matrix Au. Considering that this feature representation approach is of
great dimension, we use Principal Components Analysis (PCA) to extract latent action
features. The original data matrix is described as A ¼ ðAT

u1A
T
u2 � � �A

T
ujUj

ÞT , and score

matrix P ¼ ðPT
u1P

T
u2 � � �P

T
ujUj

ÞT is the representation of A in the principal component.

Rows of P correspond to user sequential actions and columns correspond to latent
action features.

4.2 Smoothed Clustering

Considering that user interest is stable in short term, while changeable in long term, we
utilize central moving average method in each column of Puiði ¼ 1; 2; . . .; jUjÞ to
smooth out short-term fluctuations and highlight longer-term trends or cycles. The
central moving average method is formulated as follows. Given a column of Pui , which
is represented as a number series C ¼ C1;C2; . . .;Clð Þ, and a fixed odd window size
ð2nþ 1Þ, the main task of central moving average method is to generate a smoothed
number series SC ¼ ðSC1; SC2; . . .; SClÞ, where

SCt ¼

SCnþ 1; 1� t� n

1
2nþ 1

Pn
i¼�n Ctþ i; n\t� l� n

SCl�n; l� n\t� l

8>><
>>:

ð1Þ

We represent the smoothed score matrix as P
0 ¼ P

0T

u1P
0T

u2 � � �P
0T

ujUj

� �T
. A part of the

smoothing result of score matrix block Pu8 of the 8th user in MovieLens1M dataset
[15] in 2-dimensional principle component space is shown in Fig. 3, where each action
is represented as a corresponding type of point. There are three fragments of different
types of user action in this example which were identified by the interest identification
algorithm. In this paper, we consider the “type” as the user interest. Figure 3 shows that
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the clustering characteristics of user actions have become more obvious in smoothed
score matrix and the same type of actions shows the significant sequential continuity.
These properties will be propitious to the segmentation of action sequence in the
following work.

We use k-means clustering to cluster the actions in groups based on smoothed score
matrix P

0
. Each group is considered as a global interest and each action in user action

sequence is labeled with the corresponding global interest index. The subsequence in
which each action was labeled with the same interest index, is considered as an interest
fragment. We filter out the interest fragments with length less than u as noise. Then, we
obtain the interest sequence Xu and action sequence with interest labeled S

0
u for each

user u.

5 Interest-Transferring Model and Sequential
Recommendation

5.1 Interest-Transferring Model

After interest identification, we improve the high-order Markov method proposed by
Raftery [3] to learn the Interest-Transferring Model (ITM) of users. We are tackling
interest transition prediction tasks which are formulated as follows. Let X ¼
fx1; x2; . . .; xjXjg denote the set of global interests, and Xt ¼ Xt

u1 ;X
t
u2 ; . . .;X

t
ujUj

n o
be the

set of interest sequences of all users. Given an interest sequence of user u at time t:
Xt
u ¼ fxu1; xu2; . . .; xut g, where xuk 2 X. Our objective is to obtain the transition proba-

bility distribution of interest state of user u at time tþ 1. Under the k th-order Markov
model setting, the transition probability of interest x at time tþ 1 is defined as:

P xjxut ; xut�1; . . .; x
u
tþ 1�k

� 	
¼ P Xu

tþ 1 ¼ xjXu
t ¼ xut ;X

u
t�1 ¼ xut�1; . . .;X

u
tþ 1�k ¼ xutþ 1�k

� 	

¼
Xk
i¼1

ku;ti Pðxjxutþ 1�iÞ
ð2Þ

Fig. 3. 2-dimensional smoothing result
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where xui is the interest owned by user u at time i, and Xu
i is a random variable which

represents an arbitrary interest in X. Pðxjxtþ 1�iÞ represents the one-step transition
probability from interest xtþ 1�i to interest x, and ku;ti is a balancing component on each
one-step transition probability.

Let Xt ¼ Xt
u1 ;X

t
u2 ; . . .;X

t
ujUj

n o
be the training set. Given an observing sequence Xt

u,

the goal of ITM learning is to maximize the probability of predicting the last interest:

argmaxH
Y

Xt
u2Xt P xjxut ; xut�1; . . .; x

u
tþ 1�k

� 	
ð3Þ

which is equivalent to minimizing the negative log-likelihood:

argminH L ¼ �
X

Xt
u2Xt ln P xjxut ; xut�1; . . .; x

u
tþ 1�k

� 	� 	

¼ �
X

Xt
u2Xt lnð

Xk
i¼1

ku;ti Pðxjxutþ 1�iÞÞ

s:t:0� ku;ti ; 0�Pðxjxutþ 1�iÞ� 1:

ð4Þ

where H is the set of parameters in the personalized ITM. We utilize gradient descent
method to seek the optimal H, then obtain the interest probability distributions at time
tþ 1 based on Eq. (2).

One-Step Transition Probability. As described in Sect. 4, the user interests were
identified from users’ behavioral data globally. Therefore, the user interests under the
personalized ITM should be global-related, and the one-step transition probabilities
between two interests are supposed to be fixed. We define the one-step transition
probability from interest xj to interest xi as:

P xijxj
� 	

¼
P

Xt
u2Xt Ifxj;xig�Xt

uP
Xt
u2Xt Ixj�Xt

u

ð5Þ

where If�g�Xt
u
is a counter function that returns the number of times that the subse-

quence f�g appears in Xt
u. This expression of one-step transition probability defines

how often the interest xi will be observed after the occurrence of interest xj in all users’
interest sequences.

Self-Transition Probability. In conventional Markov models, most transitions are
from one state to another. However, this is not the case with self-transition in
interest-transferring Markov model. In a self-transition, the source state and the target
state are the same. Under the ITM, we consider the self-transition of user interest as
interest-keeping. We use reappearance probability which defines how often the interest
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will reappear to estimate the self-transition probability approximately. Therefore, the
self-transition probability of interest xi is calculated as:

P xijxið Þ ¼
P

u2U Ifxi;�;xig�Xt
uP

u2U Ixi�Xt
u

ð6Þ

where If�g�Xt
u
is a counting function as described above. ‘�’ represents arbitrary interest

subsequence without interest xi. Similar to the one-step transition probabilities, the
self-transition probabilities of interest are supposed to be fixed as well.

5.2 Personalized Interest-Transferring Model

So as to improve ITM to be more “human-minded” and personalized, we attempt to
incorporate the timeliness of user interest and interest confidence into ITM. Let Cu;tx be
the interest confidence of user u on interest x at time t. The interest confidence reflects
the strength of user interest and it is proportional to the length of interest fragment. In
the interest identification method, the interest fragments with length less than 3 have
been filtered out as noise for their low interest confidence. Let T u;t

x be the timeliness of
user interest of user u on interest x at time t. The timeliness of user interest means that
the older the interest occurs in the user interest sequence, the larger effectiveness on it
will lose. Similar to [8], we combine ITM with timeliness of user interest T u;t

x and
interest confidence Cu;tx by defining the k component in ITM as:

ku;ti ¼ Cu;txutþ 1�i
T u;t

xutþ 1�i
ð7Þ

where xutþ 1�i is the interest of u at time tþ 1� i (1� i� k). Next, we will attempt to
find proper mathematical expressions of Cu;tx and T u;t

x .

Interest Confidence. The value of interest confidence Cu;tx reflects the interest strength
of user u on interest x at time t. The larger the value of Cu;tx is, the higher effectiveness
of x in the interest transition process at time t. Intuitively, interest confidence of x
should be proportional to the length of corresponding interest fragment. In this paper,
we utilize exponential growth (EG) model and rational growth (RG) model to express
the interest confidence respectively:

EG : Cu;tx ¼ au
1þ bue�culu;tðxÞ

ðau; bu � 0; 1� cu � 0Þ ð8Þ

RG : Cu;tx ¼ 1þ aulu;tðxÞbu ðau � 0; 1� bu � 0Þ ð9Þ

where au, bu, and cu are u’s bounded personalized parameters. lu;tðxÞ represents the
length of corresponding interest fragment of user u’s interest x at time t.

Timeliness of User Interest. The timeliness problem of information in recommender
systems has been well studied and can be modeled with linear function [9], exponential
function [2, 7], forgetting curve [6, 8], or inverted U curve [5]. Similar to interest

380 Y. Xu et al.



confidence, in this paper, exponential decay (ED) model and rational decay
(RD) model are put forward to express the timeliness of user interest:

ED : T u;t
x ¼ 1þ aue

�bufu;t xð Þþ cu ; fu;t xð Þ ¼ t � tumidðxÞ ðau; cu � 0; 1� bu � 0Þ ð10Þ

RD : T u;t
x ¼ au

bufu;t xð Þ � cu
; fu;t xð Þ ¼ t � tumidðxÞ ðau; cu � 0; 1� bu � 0Þ ð11Þ

where au, bu, and cu are u’s bounded personalized parameters. tumidðxÞ represents the
time index of midpoint of corresponding interest fragment of user u’s interest x.

5.3 Personalized ITM Based Sequential Recommendation

In this section, we will introduce how to predict user next action based on the com-
bination of action-leveled Markov chain and interest-leveled personalized ITM. Similar
to P xijxj

� 	
, we define the one-step transition probability from item ib to item ia as:

P iajibð Þ ¼
P

Stu2St Ifib;iag�StuP
Stu2St Iib�Stu

ð12Þ

where If�g�Stu is a counting function that returns the number of times the subsequence
f�g appears in Stu. P iajibð Þ expresses how often that item ia will be observed after the
occurrence of item ib in all users’ action sequences.

When predicting next action of the target user u at time t, our basic idea is to
consider the items in user u’s currently-interest fragment as the sources to be injected
with user preference. Then we predict the directions of user u’s currently-interest
transfer via his/her personalized ITM, and user preference will be propagated to can-
didate items in the target ROIs. Let represents the tran-
sition probability distribution of interest state of user u at time t. The computation
method of the preference score of each candidate item ic is described as formula (13).

ð13Þ

where I condf g is the indicator function, and it will return 1 if cond is satisfied, otherwise,
it will return 0. xc is the currently-interest of target user u at time t, and I

t
u is the set of

items in the currently-interest fragment of target user u at time t. As described in
Sect. 5.2, we expressed the interest-keeping as the self-transition in personalized ITM,
and utilized reappearance probability to estimate the self-transition probability
approximately. Therefore, we lead the weight parameter x into (13) to control the
weight of interest-transferring and interest-keeping, as well as to offset the inaccuracy
of approximate method.
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Finally, we sort the candidates by their preference scores in descending order and
recommend the top-N items to the target user u.

6 Experiments

We have conducted a set of experiments to examine the performance of our recom-
mendation method compared with the baselines. We first introduce the experimental
settings, and then analyze the evaluation results.

6.1 Experimental Settings

Data Description. There are two real world datasets used in our experiments:
MovieLens1M [15] and Hetrec2011-MovieLens-2k [16]. The two datasets are the most
widely used stable benchmark datasets in recommendation research projects. The
MovieLens1M dataset contains 6,040 users who have issued 999,209 explicit ratings
on a 5-point likert scale, referring to 3,883 movies.
The Hetrec2011-MovieLens-2k dataset is an extension of MovieLens10M dataset, and
it is published by GroupLeans research group [17]. It has 2113 users, 10,197 movies
and 855,598 ratings provided by these users. In the dataset, the detailed information
about each movie, i.e. genre, cast or location, is also provided.

Evaluation Metric. We adopt the All-But-One evaluation method and use Hit-Rate
(HR) and the Average Reciprocal Hit-Rank (ARHR) [1] as quality measures for
sequential recommendation. Our datasets were split into two subsets, the training set
and the test set. For every user, the latest item in his/her action sequence is selected as
test data and the rest of action sequence is used as training data.

When making recommendation, we use HOMMIT to generate a recommendation
list of N items named Rðu; tÞ for each user u at time t. If the test item of the user u
appears in Rðu; tÞ, we call it a hit. The Hit Ratio is calculated in the following way:

HR ¼
P

u IfðTu2Rðu;tÞÞg
jUj ð14Þ

where I condf g is the indicator function, Tu is the ground-truth item from the test set. One
limitation of the Hit-Rate measure is that it treats all hits equally regardless of where
they appear in the list of the top-N recommended items. That is, a hit that occurs in the
first position is treated equally with a hit that occurs in the N-th position. We address
this limitation by the average reciprocal hit-rank (ARHR) which is measured as:

ARHR ¼ 1
n

Xh

i¼1

1
pi

ð15Þ

where h is the number of hits that occurred at positions p1; p2; . . .; ph within the top-N
recommendation lists. That is, hits that occur earlier in the top-N lists are weighted
higher than those occurring later.
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Compared Methods. The most closely related method to ours are (1) user interest
model based recommend algorithm, (2) Markov model based sequential recommen-
dation algorithm. Therefore, we examine the performance of the proposed HOMMIT
approach by comparing it with ItemKNN [4], TWItemKNN [2], NPMC-MLE [10], and
multiple implementations of IFMM [8].

Item-based collaborative filtering method (ItemKNN) is famous recommendation
algorithm which uses the most similar items to a user’s already-rated items to generate
a list of recommendations. Time weight item-based collaborative filtering method
(TWItemKNN) utilizes exponential decay function to model information timeliness
where the more recent the information, the higher the value of the time function is.
NPMC-MLE is a Markov chain based recommend algorithm mentioned in [10] which
estimating transition probability by maximum likelihood estimation (MLE) method.
NPMC-MLE was designed for next-basket prediction task based on sequential basket
data but it can be easily extended to item recommendation for sequential action data.
IFMM is a music recommendation framework integrating interest-forgetting property
with variable-order Markov model. Multiple implementations of the IFMM
(IFMM-LL, IFMM-EX, and IFMM-HY) were compared with our method in the
experiments.

We evaluated our methods with two interest confidence (Cu;tx ) implementations and
two timeliness of user interest (T u;t

x ) implementations, i.e., ED_EG, ED_RG, RD_EG,
and RD_RG where EG, RG, ED, and RD represent exponential growth model, rational
growth model (interest confidence), exponential decay model, and rational decay model
(timeliness of user interest), respectively.

6.2 Evaluations

Impact of Parameter x. We first focus on analyzing the parameter x, which governs
the influence of interest-transferring and interest-keeping. Since TOP-1 and TOP-10
recommendations have the most demanding requirements of recommendation algo-
rithm and also have the most realistic application values, we evaluate the parameter x
based on the Hit-Rates in TOP-1 and TOP-10 recommendation results. In the first
experiment, we vary the parameter x from 0, 0.1 to 1. The results of multiple
implementations of HOMMIT of using different constant x on both datasets are
demonstrated in Fig. 4.
The results have shown that x is important in determining the Hit-Rate, and ignoring
either interest-transferring (x = 1) or interest-keeping (x = 0) cannot generate good
results. Optimal results can be gotten by combining interest-transferring and
interest-keeping together. The optimal x of each implementation of HOMMIT in both
datasets are shown in Table 2. In the following experiments, x are set to the corre-
sponding optimal values.

6.3 Overall Accuracy Performance

In this section, we first evaluated the overall accuracy performance of our proposed
methods. Tables 3 and 4 show the hit-rates and average reciprocal hit-ranks of the
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proposed methods under different length of recommendation list on both datasets. In
general, all the proposed methods have shown promising performance in the experi-
ments. As for the choice of interest confidence expressions, we observed that EG
methods outperforms the RG methods in this evaluation. As for the choice of timeliness
of user interest expressions, ED methods outperformed the RD methods on both
datasets.

Fig. 4. The impact of x on Hit-Rate

Table 2. Optimal value of x

Dataset ED_EG ED_RG RD_EG RD_RG

MovieLens1M 0.3 0.5 0.3 0.6
Hetrec2011-MovieLens-2k 0.3 0.5 0.6 0.6

Table 3. HR and ARHR of proposed methods on the MovieLens1M

Metric method Hit-Rate (HR) Average reciprocal Hit-Rank
(ARHR)

ED_EG ED_RG RD_EG RD_RG ED_EG ED_RG RD_EG RD_RG

TOP-1 0.1997 0.1933 0.1912 0.1876 1 1 1 1
TOP-10 0.2969 0.2911 0.2891 0.2803 0.7752 0.7722 0.7719 0.7698
TOP-20 0.3555 0.3501 0.3461 0.3389 0.6761 0.6738 0.6732 0.6689
TOP-50 0.4578 0.4492 0.4442 0.4332 0.5276 0.5229 0.5221 0.5164
TOP-100 0.5509 0.5408 0.5301 0.5205 0.4309 0.4247 0.4239 0.4179
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Next, we compared the accuracy performance between our methods and the
baselines. ED_EG is selected as the representative of our methods since it shows the
best performance among the 4 proposed methods. The comparison results have been
shown in Fig. 5, and we can observe that ED_EG outperforms all the baselines under
different length of recommendation list. In particular, ED_EG exhibits excellent
accuracy performance in the experiments of shorter recommendation list (N� 10). The
absolute improvement of ED_EG is about 5% to 15% compared with the best of the
baseline IFMM-LL on the MovieLens1M dataset, and ED_EG improves IFMM-LL up
to 10% to 40% on the Hetrec2011-MovieLens1M-2k dataset. The experiment proves
that the personalized interest-transferring model plays an important role in improving
recommendation accuracy, and HOMMIT can get better accuracy in sequential
recommendation.

Table 4. HR and ARHR of proposed methods on the Hetrec2011-MovieLens-2k

Metric method Hit-Rate (HR) Average reciprocal Hit-Rank
(ARHR)

ED_EG ED_RG RD_EG RD_RG ED_EG ED_RG RD_EG RD_RG

TOP-1 0.0189 0.0175 0.0165 0.0156 1 1 1 1
TOP-10 0.0809 0.0752 0.0714 0.0713 0.4459 0.4334 0.4322 0.4281
TOP-20 0.1160 0.1074 0.1041 0.1027 0.3341 0.3267 0.3266 0.3219
TOP-50 0.1822 0.1746 0.1708 0.1680 0.2197 0.2087 0.2055 0.2003
TOP-100 0.2375 0.2297 0.2234 0.2144 0.1706 0.1655 0.1634 0.1618

Fig. 5. Comparisons on HR and ARHR of recommendation
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7 Conclusion and Future Work

A user’s interests have a dynamic transition process during the interaction with the
system. Modeling and leveraging this dynamic transition process for sequential rec-
ommendation are new great challenges. In this paper, we proposed a novel recom-
mendation framework named HOMMIT, which can identify user interests and adapt an
improved high-order Markov chain method to model the dynamic transition process of
user interests. Based on that, HOMMIT can predict the transition trends of user interest
and make personalized sequential recommendation. The experimental results have
shown a significant improvement in the accuracy of our proposed sequential recom-
mendation methods compared with the baselines. In our future works, we will try to
make this framework more “human-minded”, and the user’s interest pattern should be
incorporated into this framework.
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