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SARFM: A Sentiment-Aware Review
Feature Mapping Approach

for Cross-Domain Recommendation

Yang Xu, Zhaohui Peng, Yupeng Hu, and Xiaoguang Hong(&)

School of Computer Science and Technology, Shandong University, Jinan,
People’s Republic of China

{xuyang0211,pzh,huyupeng,hxg}@sdu.edu.cn

Abstract. Cross-domain algorithms which aim to transfer knowledge available
in the source domains to the target domain are gradually becoming more
attractive as an effective approach to help improve quality of recommendations
and to alleviate the problems of cold-start and data sparsity in recommendation
systems. However, existing works on cross-domain algorithm mostly consider
ratings, tags and the text information like reviews, and don’t take advantage of
the sentiments implicated in the reviews efficiently, especially the negative
sentiment information which is easy to be weakened during the process of
transferring. In this paper, we propose a sentiment-aware review feature map-
ping framework for cross-domain recommendation, called SARFM. The pro-
posed SARFM framework applies deep learning algorithm SDAE (Stacked
Denoising Autoencoders) to model the Sentiment-Aware Review Feature
(SARF) of users, and transfers SARF via a multi-layer perceptron to capture the
nonlinear mapping function across domains. We evaluate and compare our
framework on a set of Amazon datasets. Extensive experiments on each cross-
domain recommendation scenarios are conducted to prove the high accuracy of
our proposed SARFM framework.

Keywords: Cross-domain recommendation � Sentiment-aware review feature
Stacked denoising autoencoders

1 Introduction

Cross-domain recommendation systems are gradually becoming more attractive as a
practical approach to improve quality of recommendations and to alleviate cold-start
problem, especially in small and sparse datasets. These algorithms mine knowledge on
users and items in a source domain to improve the quality of the recommendations in a
target domain. They can also provide joint recommendations for items belonging to
different domains by the linking information among these domains [1]. Most existing
works about cross domain recommendation tend to aggregate knowledge from different
domains from the perspective of explicitly specified common information [2–4] or
transferring latent features [5, 8, 9, 13]. However, the aggregated knowledge are merely
based on ratings, tags, or the text information like reviews, and don’t take advantage of
the sentiments implicated in the reviews efficiently. After watching a popular film,
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using a novel electronic product or playing a video game, users often rate them and
submit reviews to share their feelings, which could convey fairly rich sentiment
information.

In this paper, we investigate two key issues of review-based cross-domain
recommendation:

(1) How to effectively transfer user’s sentiment information?

For all we know, existing cross-domain recommendation algorithms which utilize
user reviews didn’t take full advantage of the sentiment information of these reviews.
They implement knowledge transfer by mixing positive and negative reviews together,
which will weaken and even lose some sentiment information of the users, especially
the negative sentiment. For instance, a user may deeply care about the plot of a novel,
and he made positive comments on the plots of some novels in the domain of electronic
book (source domain) while made negative comments on the plots of some other
novels. If we transfer the knowledge gained from user reviews from the source domain
to the target domain without distinguishing the sentiment polarity of these reviews,
some latent factors such as “plot”, “positive sentiment” and “negative sentiment” of the
reviews will be mixed up as “users’ feature” to be transferred to the target domain. In
the domain of movie (target domain), a movie with poor plots, namely the movie
whose latent factors “plot” and “negative sentiment” take higher weight, will produce a
match with the users’ feature transferred to the target domain. Nevertheless, the user
may not be fond of this movie.

(2) Which model should be leveraged to extract sentiment features of reviews, topic
model or deep learning model?

Digging the latent sentiment feature of user reviews is the key of improving the
performance of recommendation algorithm. Review-based recommendation algorithm
tend to employ the topic model such as LDA (Latent Dirichlet Allocation) [10] to
extract latent features. Each latent feature (topic) extracted by LDA is associated with a
set of key words. Thus, we can acquire the interpretable recommendation results
through matching topic distributions of users and products. On the other hand, deep
learning is adept in learning deep latent features automatically. The deep learning
model SDAE (Stacked Denoising Autoencoder) [7] is capable of extracting the deep
latent feature of review information and owns lower model complexity compared with
the most widely used deep learning algorithms, CNN (Convolutional Neural Network)
[22] and RNN (Recurrent Neural Network) [23]. However, the latent features extracted
by SDAE are not interpretable, which means SDAE based algorithm is hard to provide
a natural interpretation for the recommendation result.

In this paper, we give our answers to the above two questions and thus propose a
new cross-domain recommendation framework called SARFM. Under SARFM, we
can effectively identify the semantic orientation of user reviews and extract the
sentiment-aware review feature (SARF). To achieve the goal of transferring knowl-
edge, we propose a multi-layer perceptron based mapping method to transfer sentiment
information of users from source domain to target domain. Through transferring SARF
of users, the SARFM method gets a superior performance in cross-domain
recommendation.

4 Y. Xu et al.



To summarize, the major contributions of this paper are as follows:

– We consider sentiment information in the cross-domain recommendation problem
and transfer positive and negative sentiment-aware review feature from source
domain to target domain respectively.

– A novel cross-domain recommendation framework was brought forward in this
paper, together with multiple implementations of the sentiment-aware review fea-
ture extracting component in the framework.

– We systematically compare our methods with other algorithms on the Amazon
dataset. The results confirm that our methods substantially improve the performance
of cross-domain recommendation.

The rest of this paper is organized as follows. Section 2 reviews the related works
and Sect. 3 presents some notations and the problem formulation. Section 4 introduce
the modeling method of SARF. Section 5 details the mapping method of SARF and the
cross-domain recommendation approach. Experiments and discussion are given in
Sect. 6 and conclusions are drawn in Sect. 7.

2 Related Work

Existing works about cross-domain algorithm mostly extract domain-specific infor-
mation from ratings [5], tags [2] and the text information like reviews [16]. Ren [8]
proposed the PCLF model to learn the shared common rating pattern across multiple
rating matrices and the domain-specific rating patterns from each domain. Fang [2]
exploited the rating patterns across multiple domains by transferring the tag co-
occurrence matrix information. Xin [16] exploited review text by learning a non-linear
mapping on users’ preferences on different topics across domains. However, these
approaches don’t take advantage of the sentiments implicated in the reviews efficiently.

Sentiment analysis is widely used in recommendation systems. Computing the
semantic orientation of a user review has been studied by several researchers. Diao [17]
built a language model component in their proposed JMARS model to capture aspects
and sentiments hidden in reviews. Zhang [18] extracted explicit product features and
user opinions by phrase-level sentiment analysis on user reviews to generate
explainable recommendation results. Li [19] proposed a SUIT model to simultaneously
utilize the textual topic and user item factors for sentiment analysis. But all these
algorithms don’t employ sentiment analysis on cross-domain recommendation task.

Deep learning is usually applied on image recognition and natural language pro-
cessing. However, in recent years, the attempt to apply deep learning on recommen-
dation system has widely emerged. Wang [25] proposed a hierarchical Bayesian model
that uses a deep learning model to obtain content features and a traditional CF model to
address the rating information. He [12] proposed a deep learning-based recommen-
dation framework in which users and items are represented via the one-hot encoding of
their ID. In this paper, we employ deep learning model SDAE to extract sentiment-
aware review feature and mapping it to target domain for the sake of making cross-
domain recommendations.

SARFM: A Sentiment-Aware Review Feature Mapping Approach 5



3 Preliminaries

In this section, we first introduce some frequently used notations. Then, we formulate
the cold-start cross-domain recommendation problem and present the SARFM
framework to solve the problem.

3.1 Notations

Objects to be recommended in the cross-domain recommendation system are referred
to as items. Let U ¼ u1; u2; . . .; u Uj j

� �
denote the set of common users in both

domains and IS ¼ i1; i2; . . .; i ISj j
� �

; IT ¼ ı1; ı2; . . .; ı ITj j
� �

are the sets of items (e.g.
movies, books, or electronics) in source domain and in target domain respectively. The

user review dataset is represented as RS;U ¼ ru1 ; ru2 ; . . .; ru Uj j

n o
in source domain and

RT ;U in target domain, where rui is all of the reviews of user ui in the corresponding

domain. Similarly, we let RT ;I ¼ ri1 ; ri2 ; . . .; ri ITj j

n o
denote the item review dataset in

target domain, where rij is all of the reviews which item ij acquired in target domain.
In the SARFM, the sentiment analysis algorithm is employed on the review datasets

mentioned above to divide them into corresponding positive review datasets
(e.g. Rpos

S;U ; R
pos
T ;U and Rpos

T ; I ) and negative review datasets (e.g. Rneg
S;U ;R

neg
T ;U and Rneg

T ; I).

Fpos
S;U ¼ f posS;u1 ; f

pos
S;u2 ; . . .; f

pos
S;u Uj j

� �T
represents the positive review feature matrix of com-

mon users in source domain, while Fneg
T ;U ¼ f negT ; u1 ; f

neg
T ; u2 ; . . .; f

neg
T ; u Uj j

� �T
denotes the

negative review feature matrix of common users in the target domain, which is similar

to Fneg
S;U and Fpos

T ;U . In addition, Fpos
I ¼ f posı1

; f posı2
; . . .; f posı Ij j

n o
denotes the positive

review feature matrix of all items in target domain, while Fneg
I ¼ f negı1

; f negı2
; . . .; f negı Ij j

n o
denotes the negative review feature matrix of all items in target domain. For a cold-start

user u0 in target domain, f posS; u0 f negS; u0

� �
denotes the positive (negative) review feature of

user u0 in source domain, and f̂ posT ; u0 (f̂
neg
T ; u0 ) represents the affine positive (negative) review

feature of user u0 in target domain.

3.2 Problem Formulation

Given two domains which share the same users U. Users appearing in only one domain
can be regarded as the cold-start users U0 in the other domain. Without loss of gen-
erality, one domain is referred to as the source domain and the other as the target
domain. The most common cross-domain recommendation approaches focus on
transferring information based on ratings, tags and reviews from source domain to
target domain, without accounting for sentiment information implicated the reviews
sufficiently.

6 Y. Xu et al.



We are tackling cross-domain recommendation task for cold-start users by mod-
eling the Sentiment-Aware Review Feature (SARF) of users and transferring them from
source domain to target domain. To achieve this purpose, we propose a cross-domain
recommendation framework called SARFM. This framework contains three major
steps, i.e., sentiment-aware review feature extracting, cross-domain mapping and cross-
domain recommendation, as illustrated in Fig. 1.

In the first step, we apply a SO-CAL [24] based sentiment analysis algorithm to
analyze the Semantic Orientation (SO) of each sentence of user reviews in both
domains. Then, the original review datasets of both domains are divided into corre-
sponding positive review datasets and negative review datasets respectively. Next, we
employ the deep learning model SDAE (Stacked Denoising Autoencoder) on the
sentiment tagged datasets to extract the sentiment-aware review feature of users. In
addition, we designed an LDA [10] based method to extract SARF of users, which is
used to compare the effectiveness with SDAE. In the second step, we model the cross-
domain relationships of users through a mapping function based on Multi-Layer Per-
ceptron (MLP) [6]. We assume that there is an underlying mapping relationship
between the user’s SARFs of the source and target domains, and further use a mapping
function to capture this relationship. Finally, in the third step, we make recommen-
dation for cold-start user in the target domain. We can get an affine SARF for cold-start
user in the target domain, with the SARF learned for him/her in the source domain and
the MLP-based mapping functions. In the rest of this paper, we will introduce each step
of SARFM in details.

Fig. 1. Overview of the SARFM cross-domain recommendation framework

SARFM: A Sentiment-Aware Review Feature Mapping Approach 7



4 Sentiment-Aware Review Feature Extracting

As discussion in the previous section, in order to transfer sentiment-aware review
pattern in the source domains to the target domain, the first phase of SARFM is to
model the sentiment-aware review feature of common users in both domains. The key
challenge is how to extract the user’s focus on the item and the positive or negative
emotions expressing in the user reviews. To address this problem, we propose a
sentiment-aware review feature extracting method based on sentence-level sentiment
analysis approach and SDAE (or LDA).

4.1 Sentiment Analysis

The sentiment analysis problem in SARFM can be formulated as follows: Given a set
of reviews R, a sentiment classification algorithm classifies each sentence of review
r 2 R into one of the two sets, positive set Rpos and negative set Rneg. Each entry of
Rpos and Rneg is an (user/item, {sentence}, SO value) triplet, where {sentence} is a set
of sentences with clear semantic orientation (“positive” in Rpos or “negative” in Rneg)
extracted from the raw review data of the user/item, and SO value is the average of
semantic orientation values of sentences in {sentence}. For this purpose, we analyze
the semantic orientation of each sentence of user reviews based on the state-of-the-art
sentiment analysis algorithm SO-CAL described in [24].

The Semantic Orientation CALculator (SO-CAL) is a lexicon-based sentiment
analysis approach which mainly consists of three characteristics. First, SO-CAL uses
four kinds of manual basic dictionary (adjective, noun, verb, and adverb), which were
produced by hand-tagging each of the words on a scale ranging from −5 for extremely
negative to +5 for extremely positive. Second, in SO-CAL, intensification is modeled
using modifiers, with each intensifying word having a percentage associated with itself,
the amplifiers are positive, while the downtoners are negative. Finally, SO-CAL applies
a polarity shift method of negation, instead of changing the sign, the SO value is shifted
toward the opposite polarity by a fixed amount (such as 4).

In this paper, we improve the SO-CAL to a user-personalized sentiment analysis
algorithm via considering a user sentiment bias. Given that a user rating can reflect the
overall evaluation and the sentiment of the user on an item, we utilize user’s rating to
calculate user sentiment bias to modify the semantic orientation values of dictionary
words when calculating the semantic orientation of sentences in the review. Formally,
given a piece of review r of user u, user-personalized semantic orientation value of
dictionary words is defined as follows:

SOu wð Þ ¼ 1þ buð Þ � SO wð Þ if SO wð Þ[ 0
1� buð Þ � SO wð Þ if SO wð Þ\0

�
; bu; r ¼ ratu;r � ratu

ratu
ð1Þ

where SOu wð Þ is user-personalized semantic orientation value of dictionary word w for
user u and SO wð Þ represents the initial semantic orientation value of w. bu;r denotes the
user sentiment bias for review r, ratu;r is the corresponding rating of review r and the
average rating of user u is represented as ratu.

8 Y. Xu et al.



Since the SO calculation procedure in SO-CAL is not the focus of this paper, we
refer the readers to the related literature [24] for more details. The effect of sentiment
analysis on SARFM will be reported later in the experimental section.

We employ user-personalized SO-CAL method on original review sets
RS;U ; RT ;U ; RT ; I to divide them into positive review subsets Rpos

S;U ;R
pos
T ;U ;R

pos
T ; I and

negative review subsets Rneg
S;U ;R

neg
T ;U ;R

neg
T ; I on the sentence-level respectively.

4.2 Sentiment-Aware Review Feature Extracting

Sentiment-Aware Review Feature (SARF) indicates the user’s focus on the item and
the positive or negative emotions expressed in the reviews. In this paper, we apply the
deep learning model SDAE to extract SARF. In addition, the LDA based extracting
method is also described in this paper which is designed as another implementation of
our recommendation framework.

Stacked Denoising Autoencoder. DAE, namely denoising autoencoder, which is
shown in Fig. 2 (a), consists of an encoder and a decoder. The initial input x is
converted into its corrupted version x0 by means of a stochastic mapping x0 � qDðx0jxÞ.
The encoder e �ð Þ takes the given corrupted input x0 and maps it to its hidden repre-
sentation e x0ð Þ, while the decoder d �ð Þ maps this hidden representation back to a
reconstructed version of d e x0ð Þð Þ. Then, a denoising autoencoder is trained to recon-
struct the original input x by minimizing loss L x; d e x0ð Þð Þð Þ. Nevertheless, existing
literatures have shown that multiple layers stacked together can generate rich repre-
sentations in hidden layers [20, 21]. SDAE [7] is a feedforward neural network which
stacks multiple DAEs in order to form a deep learning framework, as shown in
Fig. 2 (b). Each layer’s output in SDAE is the input of its next layer. SDAE utilizes
greedy layer-wise training strategy to train each layer in the network successively, and
then pre-train the whole deep learning network. Zc is the clean input matrix and Zo
represents the noise-corrupted input matrix. ZL is the middle layer of the model. Let k
represents regular parameter and �k kF denotes Frobenius norm. Then the training
model of SDAE is formulated as follow:

min
wlf g; blf g

Zc � ZLk k2F þ k
X
l

wlk k2F þ blk k2F
� �

ð2Þ

Fig. 2. (a) The architecture of DAE (b) A 2-layer SDAE with L ¼ 4

SARFM: A Sentiment-Aware Review Feature Mapping Approach 9



SARF Extracting. In our framework, we need to learn positive (negative) review
feature extraction model SDAEpos

S and SDAEpos
T (SDAEneg

S and SDAEneg
T ) in both

domains respectively. Then we will introduce the learning method of SDAEpos
S , that is

similar to SDAEpos
T , SDAEneg

S and SDAEneg
T .

As described in Sect. 3.1, each entry of Rpos
S;U is an (user, {sentence}, SO value)

triplet. In our formulation, each {sentence} is considered as a “document” of the user
and “corpus” is defined as the collection of {sentence}s in Rpos

S;U . We employ TF-IDF
method to construct the “document-word” matrix Xpos

S;U as the clean input of the

SDAEpos
S model and generate noise-corrupted input X 0pos

S;U by choosing 5 percent of
matrix values randomly and setting them to 0, while the others are left unmodified. In
the SDAEpos

S model, given the total number of layers is L, the positive review feature
vector is generated from the L/2 layer, which is denoted as fS;u for user u in source
domain.

Similarly, SDAEpos
T , SDAEneg

S and SDAEneg
T are trained on sentiment classified

review datasets Rpos
T ;U ; R

neg
S;U and Rneg

T ;U respectively. Then we can get the positive and
negative review feature matrix in both domains. In this paper, the SARF represents as a

set of positive and negative review feature vectors, such as SARFS; u ¼ f posS; u ; f
neg
S; u

� �
,

which is the sentiment-aware review feature of user u in source domain.
In addition, LDA can also be used to extract SARF under the above formulation. In

the LDA version of our framework, we employ LDA on each sentiment classified
review dataset shown in Fig. 1. Then we can get the positive and the negative topic
distributions of each “document” which can be represented as SARF in both domains
and the per-topic word distributions bposTU ; b

neg
TU ; b

pos
TI and bnegTI in target domain.

5 Sentiment-Aware Review Feature Mapping
and Cross-Domain Recommendation

5.1 Sentiment-Aware Review Feature Mapping

In this paper, we utilize an MLP-based method to tackle the SARF mapping problem,
as shown in Fig. 1. To avoid mutual interference between positive and negative review
features during the process of knowledge transfer, two MLP models, the positive MLP
model and the negative MLP model, were employed to map the two parts of SARF ¼
f pos; f negð Þ from source domain to target domain respectively. Next, we will introduce
the proposed mapping algorithm under f pos mapping scenario, and the mapping
algorithm under f neg mapping scenario is similar.

In our proposed mapping algorithm, only the common users with sufficient review
data are used to learn the mapping function in order to guarantee its robustness to noise
caused by review data sparsity and imbalance of review distribution in both domains.
We use entropy and statistical method to measure the cross-domain degree of common
users. Formally, the cross-domain degree is defined as follows:

10 Y. Xu et al.



c uð Þ ¼ �qu;s log2 qu;s � qu;t log2 qu;t
� � N u; sð ÞþN u; tð ÞP

ui2Uc
N ui; sð ÞþN ui; tð Þ

where qu;s ¼ N u; sð Þ
N u; sð ÞþN u; tð Þ ; qu;t ¼

N u; tð Þ
N u; sð ÞþN u; tð Þ ð3Þ

N u; sð Þ is the number of reviews in source domain of common user u, and N u; tð Þ
is that in target domain. Uc denotes the set of common users between both domains.
Intuitively, the previous part of c uð Þ is conditional entropy which indicates the dis-
tribution of the interactions of the user u in both domains. The latter part of c uð Þ
measures the proportion of u’s reviews in both domain. The common users with
c uð Þ[ thresholdc are selected to learn the mapping function.

Let hS ¼ hS1; h
S
2; . . .; h

S
N

� �
denotes the set of f pos s in the source domain, and

hT ¼ hT1 ; h
T
2 ; . . .; h

T
N

� �
represents the set of f pos s in the target domain. N is the

number of common users in both domains. Under the MLP model setting, we formulate
the f pos mapping problem as: Given N training instance hSi ; h

T
i

� �
, hSi ; h

T
i 2 RM ,

i ¼ 1; 2; . . .; Nð Þ, where hSi ¼ hSi1; h
S
i2; . . .; h

S
iM

� �
is the f pos of common user ui in the

source domain and hTi ¼ hTi1; h
T
i2; . . .; h

T
iM

� �
is that in the target domain, our task is to

learn an MLP mapping function to map the f pos from the source domain to the target
domain.

In a feedforward MLP model, the output oik is formulated as

yik ¼
XL0
j¼1

cjkaj; oik ¼ g yikð Þ ð4Þ

where cjk represents the weight of the j’th input of the output layer neuron k and L0 is
the number of hidden neurons in each hidden layer. g yð Þ is the activation function of
the output layer, which is set to be the softmax function in this study. aj denotes the j’th
hidden neuron activation of lower hidden layer, which can be defined as

yj ¼
XP
p¼1

wpjap; aj ¼ f yj
� � ð5Þ

where wpj is the weight of the p’th input of the hidden layer neuron j (the hidden bias
can be included in the input weights) and ap is the input h

S
ip or the p’th hidden neuron

activation of the lower hidden layer. P represents the number of inputs or neurons in the
lower layer. f yð Þ is the hidden layer activation function, which is set to be the ReLU
function in this study. Considering that input and output of MLP model in this study
are feature vectors or topic distributions, the error between hTi and oi ¼
oi1; oi2; . . .; oiMð Þ is measured by Kullback-Leibler divergence:
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E ¼
XN
i¼1

XM
k¼1

oik log
oik
hTik

ð6Þ

To obtain the MLP mapping function, we utilize stochastic gradient descent to learn
the parameters. We refresh the parameters of the MLP by looping through the training
instances. The back-propagation algorithm is adopted to calculate the gradients of the
parameters. The iterative process is stopped until the model converges, thus we can get
the positive MLP mapping function F pos �;Hp

� �
, where Hp is its weights set. Similarly,

we can learn the negative MLP mapping function F neg �;Hnð Þ.

5.2 Cross-Domain Recommendation

For a cold-start user in target domain, we do not have sufficient information to estimate
his/her preference directly in target domain. However, we can get the affine SARF for
him/her in target domain, with the SARF learned in source domain and the learned
MLPs. In this section, we will introduce how to predict the cold-start user’s preference
on the items by using SARF in target domain.

Given a cold-start user u0 in the target domain, we can extract user u0’s SARFS;u0 ¼
f posS;u0 ; f

neg
S;u0

� �
from Rpos

S;U and Rneg
S;U in the source domain. Then the affine dSARFT ; u0 ¼

f̂ posT ; u0 ; f̂
neg
T ; u0

� �
can be obtained by the following equations:

f̂ posT ; u0 ¼ F pos f posS; u0 ;Hp

� �
; f̂ negT ; u0 ¼ F neg f negS; u0 ;Hn

� �
ð7Þ

Since Rpos
T ;U and Rpos

T ; I share the same review data in target domain, we can extract
positive review feature matrix of the items in target domain Fpos

I by applying the
learned SDAEpos

T on Rpos
T ; I . Similarly, we can get Fneg

I by employing the learned SDAEneg
T

on Rneg
T ; I . Then the predicted emotional preference of cold-start user u0 to item ij 2 IT

in the target domain can be calculated as:

eu0; ıj ¼ r OSposS; u0 � f̂ posT ; u0 � f pos Tıj
þOSnegT ; ıj � f̂ negT ; u0 � f neg Tıj

� �
ð8Þ

where OSposS; u0 and OSnegT ; ıj are the average OS values of “document” described in
Sect. 3.1, and r �ð Þ is the sigmoid function.

For the LDA version of our framework, we calculate the similarity matrixes of
latent topic spaces of user review and item review in the target domain, which are
defined as:

SIMpos ¼ simpos
i; j

n o
; where simpos

i; j ¼ cos bposTU; i
; bposTI; j

� �
; i; j ¼ 1; 2; . . .; M ð9Þ

SIMneg ¼ simneg
i; j

n o
; where simneg

i; j ¼ cos bnegTU; i
; bnegTI; j

� �
; i; j ¼ 1; 2; . . .; M ð10Þ
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where bTU;i
bTI;i

� �
represents the topic-word distribution of topic i, which is in the

latent topic space of user (item) review in the target domain. cos �ð Þ denotes the cosine
similarity of two topic-word distributions.

Then the predicted emotional preference of cold-start user u0 to item ij 2 IT in the
target domain is calculated as:

eu0; ıj ¼ r OSposS; u0 � f̂ posT ; u0 � SIMpos � f posTıj
þOSnegT ; ıj � f̂ negT ; u0 � SIMneg � f posTıj

� �
ð11Þ

Finally, the overall preference of cold-start user u0 to item ij can be represented as a
linear combination of a cross-domain average-value method and an emotional prefer-
ence component as:

S u0; ij
� � ¼ bIT þ bu0 þ bij þ eu0; ıj ð12Þ

where bIT denotes the overall average ratings of all items in the target domain. The
parameter bu0 is the user rating bias in the source domain and bij is the item rating bias
in the target domain.

6 Experiments

6.1 Experimental Settings

Data Description. We employ Amazon cross-domain dataset [11] in our experiment.
This dataset contains product reviews and star ratings with 5-star scale from Amazon,
including 142.8 million reviews spanning May 1996 - July 2014. We select the top
three domains with the most widely used in previous studies to employ in our cross-
domain experiment. The global statistics of these domains used in our experiments are
shown in Table 1.

Experiment Setup. The domains in the Amazon dataset only have user overlaps.
Thus, we evaluate the validity and efficiency of SARFM on the cross-domain rec-
ommendation task under the user overlap scenario. We randomly remove all the rating
information of a certain proportion of users in the target domain and take them as cross-

Table 1. Characteristics of datasets

Dataset Books Electronics Movies & TV

# of Users 603,668 192,403 123,960
# of Items 367,982 63,001 50,052
# of Reviews 8,898,041 1,689,188 1,697,533
Density 0.004% 0.014% 0.027%
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domain cold-start users for making recommendation. For the sake of stringency of the
experiments, we set different proportions of cold-start users, namely, / ¼ 30%, 50%
and 70%. Moreover, we repeatedly sample users for 10 times to generate different sets
to balance the effect of different sets of cold-start users on the final recommendation
results and report the average results. Dimension of latent feature used in SDAE and
the number of topics in LDA are set as M ¼ 20, 50 and 100. For the mapping function,
we set the structure of MLP as three hidden layers with 2M nodes in each hidden layer.

Compared Methods. We examine the performance of the proposed SARFM frame-
work by comparing it with the following baseline methods:

– SD_AVG: SD_AVG is a single-domain average-value method, which predicts
overall preference by global average rating.

– CD_AVG: CD_AVG is a cross-domain average-value method described in
Sect. 4.2. It predicts overall preference by the following equation: rui ¼
bT þ bu þ bi where bT is the overall average ratings of all items in the target domain,
bu denotes the user rating bias in source domain and bi represents item bias in target
domain.

– CMF: This is a cross-domain recommendation method proposed in [14]. In CMF,
the latent factors of users are shared between source domain and target domain.

– MF-MLP: This is a cross-domain recommendation framework based on MF and
MLP, which is proposed by [15]. In our experiments, the structure of the MLP is set
as three-hidden layer, and the number of nodes in the hidden layer is set as 2M.

– SARFM_SDAE, SARFM_LDA: These are two different implementations of our
framework proposed in this paper.

– RFM_SADE, RFM_LDA: These are two cut versions of our framework without
sentiment analysis.

Evaluation Metric
We adopt the metrics of Root Mean Square Error (RMSE) and Mean Absolute Error
(MAE) to evaluate our method. They are defined as:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
rui2Otest

r̂ui � ruið Þ2
Otestj j

vuut ; MAE ¼ 1
Otestj j

X
rui2Otest

r̂ui � ruij j ð13Þ

where Otest is the set of test ratings, rui denotes an observed rating in the test set, and r̂ui
represents the predictive value of rui. Otestj j is the number of test ratings.

6.2 Performance Comparison

Recommendation Performance. Experimental results of MAE and RMSE on the two
pair of domains “Books-Movies & TV” and “Electronics-Movies & TV” are presented
in Tables 2, 3, 4, and 5, respectively. The domain “Books” and “Electronics” are
chosen as the target domain because they are much sparser compared with “Movies &
TV”.
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We respectively evaluate all the methods under different K and / in both cross-
domain scenarios. From these tables, we can see that the proposed SARFM_SDAE
outperforms all baseline models in terms of both MAE and RMSE metrics. With the
proportion of cold-start users becoming higher, the performance of single domain

Table 2. Recommendation performance in terms of MAE on the “Books-Movies & TV”

DIM / SD_AVG CD_AVE CMF MF_MLP SARMF_LDA SARFM_SDAE

K = 20 30% 0.8767 0.8655 0.8616 0.8446 0.8161 0.8155
50% 0.8948 0.8663 0.8904 0.8459 0.8382 0.8254
70% 0.9150 0.8763 0.9101 0.8809 0.8637 0.8485

K = 50 30% 0.8767 0.8655 0.8441 0.8442 0.8338 0.8108
50% 0.8948 0.8663 0.8843 0.8530 0.8459 0.8252
70% 0.9150 0.8763 0.8881 0.8790 0.8636 0.8270

K = 100 30% 0.8767 0.8655 0.8254 0.8440 0.8156 0.8111
50% 0.8948 0.8663 0.8523 0.8687 0.8459 0.8254
70% 0.9150 0.8763 0.8990 0.8940 0.8635 0.8278

Table 3. Recommendation performance in terms of RMSE on the “Books-Movies & TV”

DIM / SD_AVG CD_AVE CMF MF_MLP SARMF_LDA SARFM_SDAE

K = 20 30% 1.1440 1.1177 1.0962 1.0885 1.0849 1.0419
50% 1.1645 1.1400 1.1267 1.1074 1.0894 1.0476
70% 1.1735 1.1654 1.1361 1.1531 1.1141 1.0585

K = 50 30% 1.1440 1.1177 1.0858 1.0849 1.0849 1.0369
50% 1.1645 1.1400 1.1275 1.1253 1.0945 1.0474
70% 1.1735 1.1654 1.1560 1.1621 1.1141 1.0570

K = 100 30% 1.1440 1.1177 1.1296 1.1238 1.0756 1.0420
50% 1.1645 1.1400 1.1513 1.1506 1.0847 1.0476
70% 1.1735 1.1654 1.1607 1.1571 1.1076 1.0679

Table 4. Recommendation performance in terms of MAE on the “Electronics-Movies & TV”

DIM / SD_AVG CD_AVE CMF MF_MLP SARMF_LDA SARFM_SDAE

K = 20 30% 0.9459 0.8626 0.8594 0.8584 0.8509 0.8356
50% 0.9529 0.9064 0.8960 0.8864 0.8637 0.8619
70% 0.9733 0.9201 0.9175 0.9023 0.8660 0.8640

K = 50 30% 0.9459 0.8626 0.8599 0.8605 0.8504 0.8346
50% 0.9529 0.9064 0.8829 0.8820 0.8630 0.8610
70% 0.9733 0.9201 0.9005 0.8945 0.8658 0.8639

K = 100 30% 0.9459 0.8626 0.8509 0.8625 0.8500 0.8347
50% 0.9529 0.9064 0.8840 0.9012 0.8623 0.8610
70% 0.9733 0.9201 0.9060 0.9119 0.8654 0.8642
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method SD_AVG will become progressively worse while the cross-domain methods
keep satisfactory results, which shows the effectiveness of knowledge transfer. Com-
pared with CMF and MF_MLP, our method gets an improvement of 5% to 10% both in
RMSE and MAE. These results demonstrate that our framework is more suitable for
making recommendations to cold-start users compared to other cross-domain baseline
methods, especially in the dataset with high sparsity. Moreover, SARFM_SDAE
performs better than CD_AVG especially in higher /, which demonstrates that the
SARF transferred from the source domain is highly effective. For the proposed
SARFM_SDAE and SARFM_LDA methods, the optimal values of K are nearly 50
and 100 respectively. In the following experiments, K are set to the optimal values by
preliminary tests.

Effect of Semantic Information. We removed the sentiment analysis component from
our framework to get two incomplete versions of RFM_SDAE and RFM_LDA, which
extract review features from raw review dataset directly. As shown in Fig. 3, both
SARFM_SDAE and SARFM_LDA perform much better than RFM_SDAE and
RFM_LDA under different / in both cross-domain scenarios, which verifies the
effectiveness of our method in the aspect of utilizing semantic information.

Table 5. Recommendation performance in terms of RMSE on the “Electronics-Movies & TV”

DIM / SD_AVG CD_AVE CMF MF_MLP SARMF_LDA SARFM_SDAE

K = 20 30% 1.2408 1.1603 1.1425 1.1437 1.1391 1.1237
50% 1.2654 1.2022 1.1794 1.1564 1.1536 1.1495
70% 1.2948 1.2169 1.1833 1.1781 1.1659 1.1533

K = 50 30% 1.2408 1.1603 1.1601 1.1572 1.1392 1.1234
50% 1.2654 1.2022 1.1835 1.1807 1.1533 1.1490
70% 1.2948 1.2169 1.1731 1.2068 1.1656 1.1528

K = 100 30% 1.2408 1.1603 1.1401 1.1592 1.1390 1.1234
50% 1.2654 1.2022 1.1708 1.1914 1.1532 1.1494
70% 1.2948 1.2169 1.1838 1.2159 1.1656 1.1529

Fig. 3. Effect of semantic information on recommendation performance
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Topic Model vs. Deep learning Model. We designed two implementations of our
framework in this paper, SARFM_SDAE and SARFM_LDA. For the SARFM_LDA,
the interpretable recommendation results can be gotten by matching topic distributions
bTI and bTU in the target domain. While the SARFM_SDAE is hard to provide a natural
interpretation for the recommendation result because of the latent feature extraction.
However, as shown in Fig. 3, SARFM_SDAE outperforms SARFM_LDA under each
of configurations, which verifies its effectiveness on extracting the deep latent feature
of sentiment information.

7 Conclusions

The user reviews contain plenty of semantic information. We proposed a novel
framework for cross domain recommendation that establishes linkages between the
source and target domains by using sentiment-aware review features of users. In this
paper, a user-personalized sentiment analysis algorithm is designed to analyze the
Semantic Orientation of each review in both domains. We employed SDAE and MLP
based mapping method to model user’s SARF and mapped it to the target domain to
make recommendations for cold-start users. In different scenarios, experiments con-
vincingly demonstrate that the proposed SARFM framework can significantly improve
the quality of cross-domain recommendation and SARFs extracted from reviews are
important links between each domain.
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